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A B S T R A C T

Infectious disease is a particular type of disorder triggered by organisms and transmitted directly or indirectly
from an infected one like COVID-19. The global economy and public health are immensely affected by COVID-
19, a recently emerging infectious disease. Artificial Intelligence can be helpful to predict the severity rating
of COVID-19 which assists authorities to take appropriate measures to mitigate its spread in different regions,
hence it results in economic reopening and reduces the degree of mortality. In this paper, a hybrid contextual
framework is proposed which incorporates content embedding of Standard Operating Procedure’s (SOPs)
auxiliary description along with COVID-19 temporal features of the respective region as side information.
The word embedding techniques are incorporated to generate distributed representation of SOPs auxiliary
description. The higher representation of auxiliary description is obtained by utilizing content embedding and
then combined with temporal features to build counties profiles. These county profiles are fed into a profile
learner based on an ensemble algorithm to predict the severity level of COVID-19 in different regions. The
proposed contextual framework is evaluated on public datasets provided by healthdata.gov and the National
Centers for Environmental Information. A comparison of the proposed contextual framework with other state-
of-the-art approaches has demonstrated its ability to accurately predict the severity level of COVID-19 in
different regions.
1. Introduction

In December 2019 the sudden outbreak of a novel Coronavirus
in Wuhan city of China rapidly spread across the country during the
spring festival. This is a family of viruses including SARS, and ARDS,
surprisingly fast and propagated throughout the world. COVID-19 has
been declared a Public Health Emergency by the World Health Orga-
nization (WHO) as it spreads through respiratory droplets transmitted
through coughing, sneezing, or when people meet with each other in
close proximity [1–3]. Then these droplets can be inhaled or land on
a surface that may come in contact with a healthy person through the
eyes, mouth, and nose. For example, it can live on plastic and stainless
steel for a few days and on cardboard and copper for a few hours. Its
symptoms usually appear within 1 to 14 days after infection. This virus
may have a severe effect on patients suffering from diabetes, asthma,
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heart, and lung problems. Such patients require major attention and
care [4–9].

The countries with high populations, elder aging, and wealthier
health systems are currently in more critical situations as compared to
the countries with weaker health systems, lower income, and younger
age groups [10–12]. The relationship between weather variables like
humidity, temperature, and the spread of COVID-19 in the respective
region has earned the special attention of the researchers. It has been
observed that there is a notable correlation between weather variables
and the spread of COVID-19 in locations with major outbreaks and in
the same temperature zone. Northeastern US, Hubei, Iran, Spain, South
Korea, Italy, Japan, Germany, and England share the same average
temperature of 5C–11 C, and humidity of 47%–79% are the outbreak
epicentres in January and February 2020. Regions having temperatures
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up to 15C and humidity 75% have less spread of the outbreak [13–15].
In the current situation smart lockdown, wearing a face mask, working
from home, and hand sanitizers are only the solution. In addition to
medical procedures, Artificial Intelligence (AI) has significant potential
in the diagnosis of diseases through computer vision and natural lan-
guage processing (NLP). Machine learning can be used to identify this
novel coronavirus and help us to forecast nature and spread around
the globe [16–18]. It is not necessary to give thorough care to every
Coronavirus-confirmed patient. Identifying people who are more likely
to suffer from acute illness will assist in providing assistance, planning,
allocating, and utilizing medical resources effectively. Many countries
entering into a new phase of fighting against this pandemic and at the
same time, all types of industries are opening under the strict Standard
Operating Procedures (SOPs) guidelines. Recommender Systems can
help us in defining the new set of SOPs that have an optimal effect
against the pandemic and at the same time helps to revive the indus-
tries. Artificial intelligence can effectively help smart cities cope with
this COVID-19 pandemic by collecting data every minute from various
embedded devices. The use of AI-powered chatbots can assist patients
in self-awareness and answer questions they may not be able to get
answers to during a pandemic [19–22].

Artificial Intelligence helps us in predicting the number of infected
patients, identifying positively diagnosed patients who need to be
hospitalized or not, and predicting whether they are likely to be suc-
cessfully cured [23–26]. The use of AI can also be used to forecast
future fatalities from the COVID-19 pandemic as well as calculate the
mortality rate for the COVID-19 pandemic based on the number of
newly infected patients [27–29]. As a large number of patients must
be treated during a pandemic, it becomes very difficult to allocate re-
sources effectively. As a result, artificial intelligence is a highly efficient
tool for allocating resources during pandemics [30–32]. The process of
discovering a new vaccine based on pandemic epidemiological features
may take a longer time. The use of Artificial Intelligence now makes it
possible to generate new studies that might lead to a better treatment
for COVID-19 by learning from drugs and protein structures [33–38].

In terms of predicting disease spread and tracking, artificial in-
telligence has not been very successful so far. Furthermore, AI lacks
historical training data for COVID-19, as well as problems with big
data such as data derived from social media and noise within it, so
that real trends must be filtered before they can be discerned [39].
Previous research on COVID-19 severity rating prediction techniques
has primarily focused on statistical and weather features without con-
sidering how standard operating procedures (SOPs) may affect the
outcome. Research using natural language processing techniques in
the COVID-19 domain primarily involved sentiment analysis. However,
methods used for extracting deep semantics were unable to capture the
deep features in auxiliary descriptions. Our perspective motivates us to
come up with an ensemble algorithm based on word embeddings that
combines both statistical and weather factors to determine COVID-19’s
severity rating. The proposed framework can also help the organization
in resource allocation based on the severity ratings within specific
regions. Our research has made the following major contributions:

• A hybrid framework, HCF-SR is proposed which incorporates
content embeddings of SOPs auxiliary description being followed
by different regions in the USA. The contextual features are
integrated with statistical and weather features to predict severity
levels.

• Additionally, HCF-SR uses temporal information (active cases,
recovered cases, temperature, humidity, etc.) of the region to
create counties’ profiles as side information; thus, extracting the
deep semantics of SOP auxiliary descriptions along with temporal
features that result in better county profiles and hence better
2

prediction.
• The county profiles are incorporated into a profile learner which
predicts the severity rating of COVID-19. This severity rating will
assist the authorities to make appropriate plans to mitigate the
spread of the pandemic, consequently reducing the mortality rate
and economic reopenings.

In the remaining paper, the following sections are included: Sections
Section 2 contain related works, Sections Section 3 provide a de-
scription of the proposed hybrid contextual framework for predicting
severity, Sections Section 4 provide performance evaluation and anal-
ysis of experimental results. As a final section, Section 5 concludes the
paper.

2. Related work

Artificial intelligence has produced encouraging outcomes in health
care through its ability to make accurate decisions based on epidemi-
ological features. AI (Artificial Intelligence) can play a key role in
combating COVID-19; however, finding the appropriate solution is
currently the biggest challenge facing the healthcare system.

A hybrid model (ARIMA-WBF) is proposed in [40] (a) to generate a
short-term prediction of the daily number of the confirmed case in the
UK, Canada, and South Korea based on statistical features, (b) An opti-
mal autoregressive tree algorithm is used to identify important causal
variables that affect mortality. However, this study is based on some
assumptions (a) virus mutation rates are comparable, (b) the recovered
person achieved lifelong immunity, and (c) climate changes are also
ignored. A classical machine learning algorithm [41] is proposed using
climate, census, and health center data to investigate temperature and
humidity’s effects on the spread of COVID-19. Based on the results, the
decision tree algorithm yielded the best results. However, deep neural
networks could be utilized for analyzing the better relationship between
COVID-19 statistical and weather features. Artificial intelligence based
hybrid framework (ISI + NLP + LSTM) [42] is proposed to analyze the
development trends and transmission laws by estimating the variety
of infection rates. The effect of raising public awareness of prevention
along with the use of different control measures extracted from dif-
ferent news websites is considered. However, as the infection spreads
and the social media traffic around it accumulates, data becomes more
cluttered and noisy. Traditional machine learning models and feature
extraction techniques [43] (TF-IDF, bag of words) are used to classify
clinical reports into four groups (ARDS, COVID, SARS, both ARDS and
COVID). However, traditional embedding techniques, including Bag-
of-Words and TF-IDF, cannot capture the semantic similarity between
words. A hybrid framework [44] is proposed to extract multi-time scale
features from the convolution layers of a convolution neural network.
Then these multi-time scale features are combined and input into the
second layer of LSTM to predict hotspot location with high precision.
However, a number of predictors can be added to the framework
to increase its performance, such as Meta-IDVP, Meta-ID6MA, and
HLPpred-Fuse. Bayesian optimization guided shallow LSTM [45] is used
to predict long-term country-specific risk based on trend data (number
of confirmed patients, number of deaths, number of recoveries) includ-
ing weather features. However, the proposed model was trained on a
small and incomplete dataset. Training of AI models required large
and consistent datasets but this study is based on small, fusion and
uncertain datasets.

Classical machine learning [46] algorithms are utilized for offline
sentiment analysis to train the models and used for online sentiment
prediction pipeline in real-time sentiment analysis based on tweets col-
lected with the hashtags (#COVID-19, #Coronavirus). Twitter stream-
ing APIs, Apache Spark and Kafka were used to develop an online
prediction pipeline. Results shows that the random forest model based
on unigram feature extraction produces the most accurate results. How-
ever, feature extraction techniques unigram and TF-IDF lack carrying
the deep semantics from textual description beside these as social media

traffic accumulates the noise around it also accumulates.
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The MRPMC model [47] is proposed to predict the mortality risk
of COVID-19 patients by utilizing clinical data. The proposed frame-
work allows the prediction of physiological deterioration and death at
least twenty days in advance. This study, however, has not evaluated
MRPMC’s prognostic implications in prospective cohorts due to its
retrospective nature. A global deep learning-based framework has been
trained by utilizing blockchain-based federated learning on a small
amount of data from different healthcare institutions. Federated learn-
ing techniques and blockchain technology were used to authenticate
and train the models globally while maintaining the privacy of the
organizations. A hybrid framework [48] for has been proposed that
consists of (a) methods for normalizing heterogeneous data (b) Capsule
Networks for segmenting and categorizing COVID-19 patients (c) And
a novel framework that uses blockchain technology with federated
learning to train global models. The following challenges arise from
federated learning (a) Each node might have some bias based on the
general population, and dataset sizes may differ greatly. In addition,
local dataset distributions may change with time, depending on their
temporal heterogeneity.

A COUNTERACT framework [49] proposed that uses backpropaga-
tion through the subject’s location data to calculate an incubation phase
for the infected subject. During the incubation period, contextualize
each location as a contagious location and notify exposed suspects
who are moving toward the contagious location in real time. It is
possible that the projected location for a specific day differs from
where the individual has been during the incubation period. This
is because position variation fails to track with the GPS or if the
mobile phone is off. A hybrid model [50] is proposed to predict the
number of confirmed patients in the USA, Germany, and Turkey for
a short time frame. To improve forecasting accuracy, the proposed
framework used rolling mechanism to update data in equal dimensions.
For optimizing grey modeling parameters with a minimum error rate,
particle swarm optimization algorithm (PSO) is employed. However,
genetic algorithms or gray wolf algorithms can be used to optimize gray
prediction model parameters.

An epidemic model [51] that classifies infection rates into three cat-
egories is proposed to predict COVID-19 spread by incorporating trans-
mission rates and social distance conditions. However, the SIPHERD
model was unable to consider the impact of public prevention aware-
ness and weather variables. A hybrid model [52] using data-driven
estimation techniques (Curve fitting and LSTM) is developed to predict
the total number of cases in India 30 days ahead of time and how social
isolation can be used to prevent the spread of the pandemic. In spite
of this, the proposed model has some limitations. (i) The model was
evaluated using limited data, and (ii) the initial data was almost flat.

Artificial Intelligence based speech processing framework [63] is
proposed to identify COVID-19 by using biomarker extractors to extract
acoustic biomarkers from cough recordings. After pre-screening cough
recordings, the Mel Frequency Cepstral Coefficient is applied to them
and a Convolutional Neural Network is used to diagnose COVID-19.
The suggested model, however, does not account for regional, age,
and cultural variations in coughs, as well as other sources of sound or
input modalities, such vision and descriptions of symptoms in natural
language. Logistic algorithm [64] for fitting epidemic trend caps and
feeding them into the FbProphet model to estimate epidemic trends.
In contrast, the proposed model assumes a maximum outbreak and
models the epidemic curve using a logarithmic fit. In reality, some
small peaks may occur during the pandemic because the government
intervenes differently and cooperates differently with the public. A
deep convolution neural network [65] was developed to extract deep
semantics from chest X-ray images to discriminate between infected
and non-infected COVID-19 patients. The region of interest (ROI) is
extracted using multiple image processing techniques and image data
generator classes are used to overcome the problem of a small image
dataset. However, the proposed framework ignored other segmentation
3

techniques like threshold-based segmentation which can accurately
identify ROI. A deep learning-based mechanism INASNET [66] was
developed to identify the infected patients by analyzing the chest X-
ray images. INASNET framework is composed of InceptionNet and
neural network search architecture to create more accurate and faster
predictions. As a result, the proposed framework was trained using
biased datasets since there are very few COVID-19 images compared
to other classes. Various machine learning [53] methods including De-
cision Trees (DTs), SVM, Multilayer Perceptrons (MLPs), and K-Nearest
Neighbors were used to analyze the data of 1225 COVID-19 patients
between February 9, 2020, and July 20, 2021. A Horse Herd Optimiza-
tion algorithm was first used to identify the most significant predictors
(HOA). The retrospective study reported here has some limitations (i)
Poor data quality (noisy, imbalanced, and meaningless values) and low
data quantity (duplicate and missing values). (ii) Limited sample size
and a single-center dataset limit the generalizability of the proposed
framework. Abul Hasan et al. [54] used conditional random fields
to extract from patient social media posts symptoms associated with
COVID-19, such as severity, duration, negations, and parts of the body.
The pipeline was then further refined by applying an unsupervised rule-
based algorithm to establish relationships between concepts. A vector
representation of each post was created using the extracted concepts
and relations. The support vector machines were applied separately to
classify patients into three categories and diagnose them. However, the
proposed framework work on social media data not on doctor’s consul-
tations. A dual convolutional neural network (CNN) [55] framework
was proposed using the COVID-19 PHM dataset, which contains upto
11,000 annotated tweets. Dual convolutional neural network provide
additional information to the primary convolutional neural network
in order to detect PHMs more effectively from tweets. However, the
proposed method extracts only semantic information from tweets and
ignores other information such as the time and location of tweet
posts. An innovative web-based medical decision support system [56]
combines near-field communication tags with a cloud-based structured
data platform to facilitate remote diagnosis of COVID-19 in quarantine
wards. The proposed framework works in four stages: (i) extraction of
contactless health information from patients using NFC tags (ii) conver-
sion of medical reports into auxiliary information by optical character
recognition (iii) medical parameters are extracted by using natural
language processing techniques (iv) in the fourth step, key parameters
are visualized. The early COVID-19 warning system [57] was developed
using Twitter data and machine learning algorithms. Pretrained NLP
models are used to fine-tune BERT’s Twitter classification. Addition-
ally, the proposed system includes a linear regression model based on
Twitter for forecasting COVID-19 outbreaks. However, the annotated
dataset is too small for text classification. This study [58] leverages ar-
tificial intelligence to predict COVID-19 severity using various machine
learning and deep learning algorithms, focusing on clinical markers
and vital signs. It evaluates multiple pipelines combining five data-
balancing techniques and twelve classifiers, identifying Random Forest
with Borderline SMOTE as the best-performing model with an 83%
recall. The research aims to develop an explainable decision-support
system for healthcare professionals in regions with limited medical
resources. However, the reliance on retrospective data may introduce
biases, and the performance of the models could vary with different
datasets or populations. The study does not address the potential for
overfitting with complex models and multiple classifiers. A machine
learning module [59] trained on data from 930 COVID-19 patients
hospitalized in Italy during the first wave. The dataset includes 25
biomarkers and Chest X-ray (CXR) images. The system diagnoses low-
or high-risk patients with an accuracy, sensitivity, and F1-score of
89.03%, 90.44%, and 89.03%, respectively, outperforming systems that
use only CXR images or biomarker data by 6%. Additionally, it employs
a multivariate logistic regression-based nomogram to calculate mortal-
ity risk. However, the study has limitations. The reliance on data from
a single country and the initial pandemic wave may limit the general-

izability of the results. Additionally, the performance might vary with
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Table 1
This table compares HCF-SR with other leading algorithms.

Model Input Contextual
embeddings

Retrospective
data

Single-center
data

Reliance on noisy
social media data

Generalizability Open
source

Metric

Varzaneh et al. [53] Clinical Data No Yes Yes No No No F1-Score, Recall,
Precision

Hasan et al. [54] Social Media Yes Yes Yes Yes No Yes F1-Score, Recall,
Precision

Luo et al. [55] Tweets Data No Yes Yes Yes No Yes F1-Score, Recall,
Precision

Balasubramanian
et al. [56]

Clinical Data No Yes Yes No No No F1-Score, Recall,
Precision

Yiming et al. [57] Tweets Data Yes Yes Yes Yes No Yes F1-Score, Recall,
Precision

Varada et al. [58] Demographic Data,
Clinical Data

No Yes No No Yes Yes F1-Score, Recall,
Precision, Accuracy, AUC
Score

Tawsifur et al. [59] X-ray Images, Clinical
Data

No Yes No No Yes No F1-Score, Recall,
Precision

Sanzida et al. [60] Clinical Data No Yes Yes No No Yes F1-Score, Recall,
Precision, Accuracy

Krishnaraj et al.
[61]

Clinical Data,
Demographic and Blood
markers

No Yes No No Yes No F1-Score, Recall,
Precision, Accuracy, AUC
Score

M.T. Huyut [62] Demographic Data,
Clinical Data

No Yes No No Yes No F1-Score, Recall,
Precision, Mean Absolute
Error, Root Mean Square
Error

HCF-SR Statistical Data,
Weather Data, SOPs
Auxiliary Description

Yes No No No Yes Yes F1-Score, Recall,
Precision, Mean
Absolute Error, Root
Mean Square Error
5

Table 2
COVID-19 severity rating.

Level of spread Severity rating Severity rating class

ratio > 75% 1 High Risk
50% < ratio < 75% 2 High - Medium Risk
25% <ratio < 50% 3 Low - Moderate Risk
ratio < 25% 4 Low Risk

new variants and different demographic groups. A web based machine
learning framework [60] is developed to detect COVID-19. The dataset
is preprocessed using techniques like feature engineering and SMOTE,
was used to train various classifiers, including logistic regression, ran-
dom forest, SVM, and deep learning models. The hybrid CNN-LSTM
model with SMOTE showed the best performance, achieving 96.34%
accuracy and a 0.98 F1 score. Explainable AI with the LIME framework
was used to interpret results. This model was deployed to a website for
users to obtain instant COVID-19 prognoses based on their symptoms.
However, the single, open-source dataset may limit the generalizability
of the model to other populations. The preprocessing techniques, such
as SMOTE, could introduce biases and potential overfitting. A decision
support system [61] is proposed to enhance COVID-19 diagnosis us-
ing machine learning and deep learning techniques, complementing
the RT-PCR test. Patient data from two Manipal hospitals in India
were used to train a stacked multi-level ensemble classifier, along
with deep neural networks (DNN) and one-dimensional convolutional
networks (1D-CNN). Explainable AI techniques like SHAP, ELI5, LIME,
and QLattice were applied for model interpretability. This system aims
to support initial screening and alleviate the burden on healthcare
infrastructure. However, The dataset’s regional specificity may limit
the model’s generalizability to other populations. The use of com-
plex ensemble methods and deep learning techniques might result
in overfitting, especially with smaller datasets. A recent study [62]
aimed to ease healthcare pressures by identifying severe and mild
COVID-19 cases at admission using routine blood values (RBV) and
demographic data. Analyzing data from 4,202 patients hospitalized
between March and September 2021, various machine learning models
were applied to predict disease severity. Feature selection used MRMR,
PCA, and logistic regression, identifying 28 RBV parameters and age
as significant predictors. However, the study’s reliance on a specific
patient cohort limits generalizability. The use of complex feature se-
4

lection and multiple models could introduce biases and overfitting.
Our proposed model incorporates SOPs auxiliary descriptions alongside
statistical and weather features to capture deep semantics and the
context of SOPs, thereby building comprehensive county profiles. By
leveraging contextual embeddings and county-specific data, HCF-SR
minimizes bias associated with retrospective data and enhances gen-
eralizability across diverse populations and regions. Additionally, the
use of ensemble algorithms and feature selection methods effectively
mitigates the risk of overfitting which is a common issue with complex
models. Table 1 presents a comparative analysis of the proposed model
against state-of-the-art models, highlighting each model’s strengths and
weaknesses.

3. Hybrid contextual framework for predicting the severity rating
using content embeddings

A hybrid contextual framework HCF-SR is proposed for predicting
COVID-19 severity ratings for United States counties. The proposed
model incorporates COVID-19 statistical and weather features with
word embedding-based content extraction techniques to extract the
deep semantics SOPs auxiliary descriptions. The overall computational
methodology is presented in Fig. 1. Experiments are carried out on
preprocessed datasets prepared from healthdata.gov and the National
Centers for Environmental Information to demonstrate the model’s
efficacy. An example that elaborates the functionality of HCF-SR for
predicting the severity rating of USA counties is provided in Table 2,
Table 3, and Table 5.

3.1. System description

Our proposed hybrid contextual framework HCF-SR utilizes the
SOPs description (Auxiliary information) obtained from the raw content
of the healthdata.gov SOPs dataset. Auxiliary information, such as
SOPs descriptions, is required for each county in the USA. After the
information is obtained, natural language processing techniques such
as stopword removal and tokenization are used to preprocess it. In
the second step, preprocessed SOP auxiliary descriptions are used to
generate vector representations of SOP auxiliary descriptions using the
word embedding techniques TF-IDF and Word2Vec [67]. Word2Vec
is trained along with Hierarchical Softmax. We initialized 𝑤𝑖𝑛𝑑𝑜𝑤=
, 𝑚𝑖𝑛_𝑐𝑜𝑢𝑛𝑡=1, and 𝑠𝑖𝑧𝑒=100 where size is used to represent then

N-dimensional feature vector and 𝑚𝑖𝑛_𝑐𝑜𝑢𝑛𝑡 specifies the minimal fre-

quency of words considered in the context. The creation process of the
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Fig. 1. Counties Profile generation using SOPs word embeddings and Statistical Features.
SOPs vector is shown in Fig. 1. The feature vectors of SOPs description
along with the COVID-19 statistical and weather features (Eq. (8))
are incorporated to generate counties profiles. The proposed hybrid
contextual framework HCF-SR is then utilized to predict the severity
rating based on county profiles.

3.2. Mathematical problem formulation

Let 𝐶𝑜𝑛𝑓𝑖 = [𝐶𝑜𝑛𝑓1, 𝐶𝑜𝑛𝑓2,… ., 𝐶𝑜𝑛𝑓𝛾 ] represent the of number of
confirmed case, 𝐷𝑒𝑎𝑡ℎ𝑖 = [𝐷𝑒𝑎𝑡ℎ1, 𝐷𝑒𝑎𝑡ℎ2,… , 𝐷𝑒𝑎𝑡ℎ𝑛] represents the
number of deaths and 𝑅𝑒𝑐𝑖 = [𝑅𝑒𝑐1, 𝑅𝑒𝑐2,… , 𝑅𝑒𝑐𝑛] represents number
of recovered patients based on these statistical features (Stats) we have
calculated the number of active case 𝐴𝑐𝑡𝑖𝑣𝑒𝑖 = [𝐴𝑐𝑡𝑖𝑣𝑒1, 𝐴𝑐𝑡𝑖𝑣𝑒2,… ,
𝐴𝑐𝑡𝑖𝑣𝑒𝛼] using Eq. (1) for counties 𝐶𝑜𝑢𝑛𝑖 ∈ [𝐶𝑜𝑢𝑛1, 𝐶𝑜𝑢𝑛2,… , 𝐶𝑜𝑢𝑛𝑛]
located within USA states 𝑆 ∈ [𝑆1, 𝑆2,… , 𝑆𝛽 ], having temperature
𝑇 𝑒𝑚𝑝𝑖 ∈ [𝑇 𝑒𝑚𝑝1, 𝑇 𝑒𝑚𝑝2,… , 𝑇 𝑒𝑚𝑝𝑛], Humidity ℎ𝑢𝑚𝑖𝑖 ∈ [ℎ𝑢𝑚𝑖1, ℎ𝑢𝑚𝑖2,
… ., ℎ𝑢𝑚𝑖𝑛] and set of imposed SOPs description 𝑆𝑂𝑃𝑖 ∈ [𝑆𝑂𝑃1, 𝑆𝑂𝑃2,
… , 𝑆𝑂𝑃𝑠].

3.3. Severity of the COVID-19 pandemic

COVID-19 statistical and weather features along with the SOPs
description are utilized to predict the severity rating for USA counties.
The number of active cases 𝐴𝑐𝑡𝑖𝑣𝑒𝑖 of the current situation for each
county is calculated using Eq. (1).

𝐴𝑐𝑡𝑖𝑣𝑒 = 𝐶𝑜𝑛𝑓 −𝐷𝑒𝑎𝑡ℎ − 𝑅𝑒𝑐 (1)
5

𝑖 𝑖 𝑖 𝑖
According to Eq. (1), the total number of active cases in a county
(𝐴𝑐𝑡𝑖𝑣𝑒𝑖) is equal to the total number of confirmed cases (𝐶𝑜𝑛𝑓𝑖) minus
total number of recovered cases (𝑅𝑒𝑐𝑖) and the total number of deaths.
The COVID-19 statistical and SOPs auxiliary description is extracted
from healthdataġov [68]. Weather features are extracted from National
Centers for Environmental Information dataset [69].

𝑟𝑎𝑡𝑖𝑜𝑖 =
𝐴𝑐𝑡𝑖𝑣𝑒𝑖

∑𝑛
𝐽=1 𝐴𝑐𝑡𝑖𝑣𝑒𝑗

(2)

As 𝑟𝑎𝑡𝑖𝑜𝑖 increases the spread of COVID-19 in a county becomes more
severe as shown in Table 2.

3.4. Input feature

In the proposed hybrid contextual framework HCF-SR the combina-
tion of input features i.e. statistical features (Stats), preprocessed SOP
description extracted from healthdata.gov and weather features gath-
ered from the National Centers for Environmental Information (NCEI)
dataset are incorporated to predict the severity rating of COVID-19.
Let 𝑆𝑂𝑃 = {𝑆𝑂𝑃1, 𝑆𝑂𝑃2, 𝑆𝑂𝑃3,… , 𝑆𝑂𝑃𝑛} be the set of imposed SOPs
in different counties 𝐶𝑜𝑢𝑛𝑖 ∈ [𝐶𝑜𝑢𝑛1, 𝐶𝑜𝑢𝑛2,… ., 𝐶𝑜𝑢𝑛𝑛] of USA along
with the combination of statistical and weather features represented
as 𝑆𝑑 shown in Tables 3 and 4. SOPs input feature composed of words
𝑤1, 𝑤2, 𝑤3, 𝑤4,… , 𝑤𝑙. The SOPs description 𝐷 for a county of USA State
is obtained as:

𝐷 ←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←← {𝑤1, 𝑤2, 𝑤3, 𝑤4,… , 𝑤𝑛}
SOPs Description
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𝐶

Table 3
SOPs description and word embeddings.

County SOPs description (Pre-processed) Vector embeddings

Calcasieu Parish 𝐷1 = residents shelter home essential tasks effective April 12 𝑉1 =Word2Vec{𝐷1}
Montgomery 𝐷2 = alcohol liquor stores open 𝑉2 =Word2Vec{𝐷2}
Anchorage Municipality 𝐷3 = The order allows dine-in restaurants to resume serving customers and allows

retail shops to reopen
𝑉3 =Word2Vec{𝐷3}
Table 4
Example: Statistical features (Stats).

State SOPs Confirm case Deaths Recoveries Active cases County Temperature Humidity

LA 𝑆𝑂𝑃1 1000 117 80 803 Calcasieu Parish 28 C 72%
AL 𝑆𝑂𝑃2 2000 400 600 1000 Montgomery 29 C 52%
Ak 𝑆𝑂𝑃3 3000 500 1000 1500 Anchorage Municipality 29 C 51%
𝑉
c
o
(
S

3

i
s
p

𝑆

𝑆

C
t
v

𝑃

𝑉
b
(

𝑉
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Table 5
Example: Counties profiles.

County profile Mean of vector embeddings, statistical data

𝑃𝐶𝑎𝑙𝑐𝑎𝑠𝑖𝑒𝑢𝑃𝑎𝑟𝑖𝑠ℎ 𝑃 = [(𝑉1 + 𝑉𝑛)∕𝑛, 𝑆𝑑 ]
𝑃𝑀𝑜𝑛𝑡𝑔𝑜𝑚𝑒𝑟𝑦 𝑃 = [(𝑉1 + 𝑉𝑛)∕𝑛, 𝑆𝑑 ]
𝑃𝐴𝑛𝑐ℎ𝑜𝑟𝑎𝑔𝑒𝑀𝑢𝑛𝑖𝑐𝑖𝑝𝑎𝑙𝑖𝑡𝑦 𝑃 = [(𝑉1 + 𝑉𝑛)∕𝑛, 𝑆𝑑 ]

The total number of words in the SOPs for a county in the USA is
represented by 𝑛.

The textual description of SOPs is used to generate a corpus 𝐶,
hich includes all the SOPs descriptions (𝐷) implemented in a county
𝐶𝑜𝑢𝑛) during the pandemic and is represented as follows:

←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←
Corpus Generation

{𝐷1, 𝐷2, 𝐷3, 𝐷4,… , 𝐷𝛽}

Where 𝐶 ∈ {𝑤1, 𝑤2, 𝑤3, 𝑤4,… , 𝑤𝑙 , 𝑤𝑙+1,… , 𝑤𝑡}, 𝑡 represents the
total number of words in a corpus 𝐶. By utilizing the corpus 𝐶, the
proposed framework builds county profiles (𝑃𝐶𝑜𝑢𝑛) along with statistical
and weather information as 𝑆𝑑 .

3.5. Feature extraction from text corpus

Hybrid Contextual Framework (HCF-SR) provides distributed repre-
sentations of SOP auxiliary descriptions in a vector space by using the
Word2Vec [67] algorithm. It employs unsupervised learning techniques
to identify word representations in large text corpora within the context
of preserving regularities among vectors. Word2vec captures these reg-
ularities with two models: (1) Skip-Gram (SG) model, in which words
are predicted from the target context, and (2) Continuous Bag of Words
(CBOW), in which words are predicted from the target context. Using
a sequence of training data words such as 𝑤1, 𝑤2, 𝑤3, 𝑤4,… , 𝑤𝑇 for
a given corpus 𝐶, the proposed framework maximizes log probability
using the SG model.

1
𝑇

𝑇
∑

𝑡=1

∑

−𝑐≤𝑗≤𝑐,𝑗≠0
𝑙𝑜𝑔 𝑝 (𝑤𝑡+𝑗 |𝑤𝑡) (3)

Assume that 𝑇 = ∣ 𝐶 ∣, where C represents the size of the training win-
dow. Using hierarchical softmax [67] as a basis for defining the basic
probability 𝑝 (𝑤𝑡+𝑗 |𝑤𝑡) of the output word, the following is proposed:

𝑝(𝑤𝑡+𝑗 |𝑤𝑡) = 𝛱𝐿(𝑤𝑡+𝑗 )−1
𝑖=1 {𝜎(1(𝑛(𝑤𝑡+𝑗 , 𝑖+1) = 𝑐ℎ𝑖𝑙𝑑(𝑛(𝑤𝑡+𝑗 , 𝑖))).𝑣𝑛(𝑤𝑡+𝑗 ,𝑖).𝑣𝑤𝑡

)}

(4)

Where 𝜎(𝑥) = 1∕(1+ exp(−𝑥)), in the binary tree, 𝐿(𝑤) represents the
path length from the root to 𝑤, where 𝑛(𝑤, 1) represents the root node,
and 𝑛(𝑤, ∕, 𝐿(𝑤)) represents the path length from 𝑤 to 𝑤. The Child
(𝑛) node indicates the fixed child of the node 𝑛. Vector representations
of inner nodes are 𝑣𝑛, and vector representations of input words are
6

𝑣𝑤𝑡
. If 𝑥 is true, then 1 has value 1, otherwise it has value −1. Eqs. p
(3) and (4) are used to compute the vector representation of each
word 𝑤. The preferred technique for calculating the vector notation
for each county (𝐶𝑜𝑢𝑛𝑖) of USA state is [67], since it is based on word
embeddings, which provides the best composite representation of text
and their similarity:

𝑉𝐶𝐶𝑜𝑢𝑛𝑖
= 1

|𝑙|

𝑙
∑

𝑤=1
𝑉𝑙 (5)

𝐶𝐶𝑜𝑢𝑛𝑖
represents the vector representation of each word in the text

orpus. where 𝐶𝑜𝑢𝑛𝑖 ∈ [𝐶𝑜𝑢𝑛1, 𝐶𝑜𝑢𝑛2,… ., 𝐶𝑜𝑢𝑛𝑛]. 𝑙 represents a set
f words depicting the properties of SOPs enforced within a County
𝐶𝑜𝑢𝑛𝑖) of the USA state and 𝑙 ≠ 0. The complete creation process of
OPs vectors elaborated in Fig. 1 and Table 3.

.6. County profile generation

The proposed hybrid contextual framework HCF-SR takes account
nto the content feature of SOPs auxiliary description vectors 𝑉𝐶𝐶𝑜𝑢𝑛𝑖

,
tatistical and weather features as 𝑆𝑑 along with the known rating to
redict the severity rating.

𝑑 ∈ {𝐴𝑐𝑡𝑖𝑣𝑒𝑖, 𝐶𝑜𝑛𝑓𝑖, 𝑑𝑒𝑎𝑡ℎ𝑖, 𝑅𝑒𝑐𝑖, 𝐶𝑜𝑢𝑛𝑖, 𝑇 𝑒𝑚𝑝𝑖, ℎ𝑢𝑚𝑖𝑖} (6)

𝑡𝑎.𝑆𝑂𝑃𝑠 ∈ {𝐴𝑐𝑡𝑖𝑣𝑒𝑖, 𝐶𝑜𝑛𝑓𝑖, 𝑑𝑒𝑎𝑡ℎ𝑖, 𝑅𝑒𝑐𝑖, 𝐶𝑜𝑢𝑛𝑖, 𝑉𝐶𝐶𝑜𝑢𝑛
} (7)

ounty profile (𝑃𝐶𝑜𝑢𝑛) for each county is generated by combining sta-
istical and weather features along with the SOPs auxiliary description
ectors(𝑉𝐶𝐶𝑜𝑢𝑛

):

𝐶𝑜𝑢𝑛 ←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←
County profile

{𝑉𝐶𝐶𝑜𝑢𝑛
, 𝑆𝑑} (8)

̄𝐶𝐶𝑜𝑢𝑛𝑖
the vector of the complete SOPs description can be calculated

y taking the centroid of the SOPs vector representation of a county
𝐶𝑜𝑢𝑛𝑖) using Eq. (9):

̄𝐶�̂�𝑜𝑢𝑛𝑖
= 1

|𝑀|

𝑀
∑

𝑗=1
𝑉 ′
𝐶𝑗

(9)

where 𝑉 ′
𝐶𝑗

⊂ 𝑉𝐶𝐶𝑜𝑢𝑛𝑖
, 𝑗 ⊂ 𝐶𝑜𝑢𝑛𝑖 and 𝑀 is total number of SOPs descrip-

ion enforced with in a county. County profiles for all the counties of
SA states are generated by utilizing the feature vectors along with the

tatistical features (Stats) and weather features. The structure of county

rofiles is shown in Fig. 1 and an example can be found in Table 5.
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Algorithm 1 Counties Profile Generation
1: 𝐈𝐧𝐩𝐮𝐭𝟏 ∶ SOPs auxiliary description
2: 𝐈𝐧𝐩𝐮𝐭𝟐 ∶ ← {𝐴𝑐𝑡𝑖𝑣𝑒𝑖;𝐶𝑜𝑛𝑓𝑖; 𝑑𝑒𝑎𝑡ℎ𝑖;𝑅𝑒𝑐𝑖;𝐶𝑜𝑢𝑛𝑖}
3: 𝐈𝐧𝐩𝐮𝐭𝟑 ∶ ← {𝑇 𝑒𝑚𝑝𝑖;ℎ𝑢𝑚𝑖𝑖}
4: 𝐎𝐮𝐭𝐩𝐮𝐭 ∶ Each SOP statement 𝑆𝑂𝑃𝑖 ∈ 𝑆𝑂𝑃𝑠 represented with a

collection of tokens in a refined word list 𝑇𝐾
5: for each SOP statement 𝑆𝑂𝑃𝑖 ∈ 𝑆𝑂𝑃𝑠 do
6: 𝑇𝐾 ← 𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒(𝑆𝑂𝑃𝑖)
7: for each token 𝑡𝑘𝑖 ∈ 𝑇𝐾 do
8: 𝑡𝑘𝑖 ← 𝑡𝑘𝑖.𝑆𝑝𝑒𝑙𝑙𝐶ℎ𝑒𝑐𝑘𝑒𝑟()
9: 𝑡𝑘𝑖 ← 𝑠𝑡𝑒𝑚(𝑡𝑘𝑖)

10: 𝑡𝑘𝑖 ← 𝑡𝑎𝑔𝑔𝑒𝑟(𝑡𝑘𝑖)
11: 𝑡𝑘𝑖 ← 𝑙𝑒𝑚𝑚𝑎𝑡𝑖𝑧𝑒(𝑡𝑘𝑖)
12: return SOP statements 𝑆𝑂𝑃𝑖 with a list of 𝑇𝐾 refined words
13: end for
14: end for
15: 𝐷, mapping dictionary from n-grams to integers
16: |𝑉 |, Vocabulary Size
17: for 𝑅 ∈ 𝑡𝑘𝑖 do
18: 𝑛 − 𝑔𝑟𝑎𝑚𝑠 ← 𝑛 − 𝑔𝑟𝑎𝑚[𝑅]
19: for 𝑛 − 𝑔𝑟𝑎𝑚 ∈ 𝑛 − 𝑔𝑟𝑎𝑚𝑠 do
20: 𝐷[𝑛 − 𝑔𝑟𝑎𝑚] ← 𝐷[𝑛 − 𝑔𝑟𝑎𝑚] + 1
21: end for
22: end for
23: 𝑘𝑒𝑦𝑠 ← 𝑠𝑜𝑟𝑡(𝐷)
24: 𝐷.𝑐𝑙𝑒𝑎𝑟()
25: 𝑖 ← 1
26: while 𝑖 ≤ |𝑉 | do
27: 𝐷[𝑘𝑒𝑦[𝑖] ← 𝑖
28: 𝑖 ← 𝑖 + 1
29: end while
30: 𝑤𝑟𝑖𝑡𝑒(𝐷)
31: 𝑙𝑖, list of integers
32: 𝑣𝑣, 2D vector of integers
33: for 𝑅 ∈ 𝑡𝑘𝑖 do
34: 𝑣𝑖, a vector of integer
35: 𝑛 − 𝑔𝑟𝑎𝑚𝑠 ← 𝑛 − 𝑔𝑟𝑎𝑚[𝑅]
36: for 𝑛 − 𝑔𝑟𝑎𝑚 ∈ 𝑛 − 𝑔𝑟𝑎𝑚𝑠 do
37: 𝑙𝑖.𝑝𝑢𝑠ℎ(𝐷[𝑛 − 𝑔𝑟𝑎𝑚])
38: 𝑣𝑖.𝑝𝑢𝑠ℎ(𝐷[𝑛 − 𝑔𝑟𝑎𝑚])
39: end for
40: 𝑣𝑣.𝑝𝑢𝑠ℎ(𝑣𝑖)
41: end for
42: 𝑤𝑟𝑖𝑡𝑒(𝑙𝑖)
43: 𝑤𝑟𝑖𝑡𝑒(𝑣𝑣)

3.7. Hybrid contextual framework HCF-SR as profile learner

A Hybrid Contextual Framework HCF-SR is utilized to predict the
severity rating for USA counties by working as a profile learner. The
Hybrid Contextual Framework is a supervised learning approach that
trains on the preprocessed dataset to predict the severity rating. Coun-
ties profiles 𝑃𝐶𝑜𝑢𝑛 are utilized to train the Hybrid Contextual Framework
HCF-SR. HCF-SR is composed of more than one model, each model of
the proposed hybrid contextual framework predicts a single class from
the targeted classes. After each prediction from a specific model, the
counter of the targeted class gets updated. When all the models of the
proposed hybrid model predict the severity rating, the class with the
highest counter is predicted as the final prediction. Fig. 2 illustrates
the structure of the hybrid contextual framework proposed.

The proposed Hybrid Contextual Framework HCF-SR has the preci-
sion benefit over the classical machine learning algorithms using both
word embedding techniques i.e. TF-IDF and Word2Vec. In compari-
son to classical machine learning algorithms, the Hybrid Contextual
Framework is able to handle large dimensions of input more efficiently.
7

Algorithm 2 Hybrid Contextual Framework
1: 𝐿𝑖, list of files with integer list
2: 𝑓𝑖𝑟𝑠𝑡_𝑟𝑢𝑛 ← 𝑡𝑟𝑢𝑒
3: for 𝑙𝑖 ∈ 𝐿𝑖 do
4: if 𝑓𝑖𝑟𝑠𝑡_𝑟𝑢𝑛 then
5: 𝐸 ← 𝐶𝑟𝑒𝑎𝑡𝑒𝑚𝑜𝑑𝑒𝑙(𝑙𝑖)
6: 𝑓𝑖𝑟𝑠𝑡_𝑟𝑢𝑛 = 𝑓𝑎𝑙𝑠𝑒
7: else
8: 𝐸 ← 𝑈𝑝𝑑𝑎𝑡𝑒𝑚𝑜𝑑𝑒𝑙(𝑙𝑖, 𝐸)
9: end if

10: end for
11: 𝑆𝑂𝑃𝑖_𝑣𝑒𝑐𝑡𝑜𝑟𝑠 ← 𝑋.𝑎𝑣𝑔()
12: 𝐷 ← 𝑐𝑜𝑚𝑏𝑖𝑛𝑒(𝐼𝑛𝑝𝑢𝑡2, 𝐼𝑛𝑝𝑢𝑡3, 𝑆𝑂𝑃𝑖_𝑣𝑒𝑐𝑡𝑜𝑟𝑠)
13: 𝑡𝑟𝑎𝑖𝑛𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒 ∈ {𝑚𝑜𝑑𝑒𝑙1, 𝑚𝑜𝑑𝑒𝑙2, ...., 𝑚𝑜𝑑𝑒𝑙𝑛}
14: 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 = 𝑡𝑟𝑎𝑖𝑛𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(𝐷)
5: 𝑠𝑒𝑣𝑒𝑟𝑖𝑡𝑦𝐶𝑙𝑎𝑠𝑠 = {1 = 0, 2 = 0, 3 = 0, 4 = 0}

16: FUNCTION VoteMechanism(predictions)
17: if 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 in 𝑠𝑒𝑣𝑒𝑟𝑖𝑡𝑦𝐶𝑙𝑎𝑠𝑠 then
18: 𝑠𝑒𝑣𝑒𝑟𝑖𝑡𝑦𝐶𝑙𝑎𝑠𝑠[𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠]+ = 1
19: end if
20: EndFunction
21: 𝑉 𝑜𝑡𝑒𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠)
22: 𝑣𝑜𝑡𝑒 = 𝑚𝑎𝑥(𝑐𝑜𝑢𝑛𝑡.𝑣𝑎𝑙𝑢𝑒𝑠())
23: 𝑘𝑒𝑦_𝑙𝑖𝑠𝑡 = 𝑙𝑖𝑠𝑡(𝑐𝑜𝑢𝑛𝑡.𝑘𝑒𝑦𝑠())
24: 𝑣𝑎𝑙_𝑙𝑖𝑠𝑡 = 𝑙𝑖𝑠𝑡(𝑐𝑜𝑢𝑛𝑡.𝑣𝑎𝑙𝑢𝑒𝑠())
25: 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = 𝑣𝑎𝑙_𝑙𝑖𝑠𝑡.𝑖𝑛𝑑𝑒𝑥(𝑣𝑜𝑡𝑒)
26: 𝑘𝑒𝑦_𝑙𝑖𝑠𝑡[𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛]
27: Function voting(prediction)
28: if 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 in 𝑐𝑜𝑢𝑛𝑡 then
29: 𝑐𝑜𝑢𝑛𝑡[𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛]+ = 1
30: end if
31: EndFunction
32: 𝑣𝑜𝑡𝑖𝑛𝑔(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛)
33: 𝑣𝑜𝑡𝑒 = 𝑚𝑎𝑥(𝑐𝑜𝑢𝑛𝑡.𝑣𝑎𝑙𝑢𝑒𝑠())
34: 𝑘𝑒𝑦_𝑙𝑖𝑠𝑡 = 𝑙𝑖𝑠𝑡(𝑐𝑜𝑢𝑛𝑡.𝑘𝑒𝑦𝑠())
35: 𝑣𝑎𝑙_𝑙𝑖𝑠𝑡 = 𝑙𝑖𝑠𝑡(𝑐𝑜𝑢𝑛𝑡.𝑣𝑎𝑙𝑢𝑒𝑠())
36: 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = 𝑣𝑎𝑙_𝑙𝑖𝑠𝑡.𝑖𝑛𝑑𝑒𝑥(𝑣𝑜𝑡𝑒)

Thus, proposed HCF-SR provides more compact and effective features
to predict severity ratings of COVID-19 pandemic.

3.8. An illustrative example to demonstrate the working of HCF-SR

The working of the proposed Hybrid Contextual Framework HCF-
SR is demonstrated using an illustrative example comprising three
counties (Calcasieu Parish, Montgomery, Anchorage Municipality) are
rated from 1 to 4 using a rating scale as shown in Table 2. The
value of the rating scale ranges from 1 to 4. The three counties’ SOPs
auxiliary descriptions are extracted from the healthdata.gov dataset.
Natural language processing techniques are used to remove Stop words
from the SOPs auxiliary description, which is represented as 𝐷1, 𝐷2, 𝐷3
for the three counties. As a result of these descriptions, Word2Vec
is used to extract the content embeddings, resulting in vector space
representations 𝑉1, 𝑉2, 𝑉3 for the three counties. The process is shown in
Table 7. These vectorial representations along with the statistical and
weather features as 𝑆𝑑 are utilized to generate the counties profiles for
each county as shown in Table 5.

4. Performance evaluation

The proposed Hybrid Contextual Framework HCF-SR is evaluated in
this section. A description of the dataset is presented in the subsection
Dataset Preparation, followed by a description of the preparation steps.
We discuss the experimental setting and results, before comparing
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Fig. 2. Proposed Hybrid contextual framework.
Table 6
Dataset statistic.

States Counties Profiles Rating Scale Max. Avg. Temp. Min. Avg. Temp. Max. Humidity Min. Humidity

55 1929 1929 [1–4] 19.07 C 5.77 C 74.0% 38.3%
Table 7
Illustrative example of HCF-SR.

County profile Severity rating

𝑃𝐶𝑎𝑙𝑐𝑎𝑠𝑖𝑒𝑢𝑃𝑎𝑟𝑖𝑠ℎ 1
𝑃𝑀𝑜𝑛𝑡𝑔𝑜𝑚𝑒𝑟𝑦 4
𝑃𝐴𝑛𝑐ℎ𝑜𝑟𝑎𝑔𝑒𝑀𝑢𝑛𝑖𝑐𝑖𝑝𝑎𝑙𝑖𝑡𝑦 3

it with the classical machine learning algorithms based on different
combinations of features.

4.1. Dataset preparation

The proposed Hybrid Contextual Framework (HCF-SR) is evaluated
on a preprocessed dataset formed by combining the features from dif-
ferent state-of-the-art COVID-19 statistical and weather datasets along
with the SOPs auxiliary description extracted from benchmark COVID-
19 datasets provided by healthdata.gov1 [68] and National Centers
for Environmental Information2 [69]. The National Centers for En-
vironmental Information and healthdata.gov, are the agencies of the
United States government. SOPs auxiliary descriptions are collected
from a dataset provided by healthdata.gov [68] implemented during
the COVID-19 time period. The SOPs auxiliary information contains
irrelevant words, symbols, and links that do not provide semantic
meanings. In order to remove the noise from SOPs auxiliary description,
some natural language processing techniques like stemming, word to-
kenization, stop word removal and regex scripts are utilized to remove
the words, links, and symbols which do not carry semantic content,

1 https://healthdata.gov
2 https://www.ncei.noaa.gov/access/search/dataset-search
8

such as the, of, etc. SOPs descriptions are then converted into vector
representations using Word2Ved and TF-IDF word embeddings. SOPs
vector 𝑉𝐶𝐶𝑜𝑢𝑛𝑖

are computed for each word vector 𝑉𝑙 using Eq. (5).
Preprocessed SOPs descriptions are then incorporated along with the
statistical and weather features of COVID-19 to shape counties’ profiles.

The proposed dataset is collected from January 2020 to December
2020 and consists of 54 states with 1929 counties having a maximum
temperature of 19.07C, maximum humidity of 74.0% and minimum
temperature of 5.77C, minimum humidity of 38.3% along with SOPs
Auxiliary description which is composed of 5731 unique words. The
rating scale described in the proposed dataset ranges from 1 to 4 and
the label for each rating class is described in Table 2. Complete statistics
of the proposed dataset are elaborated in Table 6. COVID-19 severity
rating prediction scenarios are stimulated by dividing the datasets into
two disjoint subsets, the Training dataset and the Testing dataset.
The training dataset contains 80% of the counties’ profiles, whereas
the testing datasets contain the remaining profiles. The training set is
used to calculate the prediction using the proposed Hybrid Contextual
Framework HCF-SR, while the testing set measures the prediction
performance of the proposed framework.

4.2. Evaluation metric

Various assessment metrics, such as Root Mean Square Error
(RMSE), and Mean Squared Error (MSE), are used to evaluate the
effectiveness of the proposed hybrid contextual framework. The RMSE
is calculated as follows:

𝑅𝑀𝑆𝐸 =
√

1
𝑁

∑

(�̄�𝑃𝐶𝑜𝑢𝑛
−�̂�𝑃𝐶𝑜𝑢𝑛

)2 (10)

𝑃𝐶𝑜𝑢𝑛

https://healthdata.gov
https://www.ncei.noaa.gov/access/search/dataset-search
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𝑥

Fig. 3. Performance Comparison with Machine Learning Models.
MSE is calculated as follows:

𝑀𝑆𝐸 = 1
𝑁

∑

𝑃𝐶𝑜𝑢𝑛

(�̄�𝑃𝐶𝑜𝑢𝑛
−�̂�𝑃𝐶𝑜𝑢𝑛

)2 (11)

where 𝑁 refers to the total number of predicted ratings, �̄�𝑃𝐶𝑜𝑢𝑛
and

̂𝑃𝐶𝑜𝑢𝑛
represent predicted and actual ratings for USA state county

(𝐶𝑜𝑢𝑛𝑖) based on the county profile (𝑃𝐶𝑜𝑢𝑛) respectively. We have
measured the quality of the predictions using precision, recall, and
F1-score metrics, commonly used in information retrieval.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = TP
TP + FP (12)

𝑅𝑒𝑐𝑎𝑙𝑙 = TP
TP + FN (13)

𝐹1𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃 𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(14)

where TP denotes true positive (actual severity rating and predicted
severity rating). FP is false positive (not actual severity rating and
predicted severity rating). FN is a false negative (actual severity rating
and not predicted severity rating).

4.3. Results and analysis

The performance of the proposed Hybrid Contextual Framework
HCF-SR is evaluated on the preprocessed dataset using 5-fold cross-
validation. Experiments are conducted using different combinations of
features individually and in combination to examine the impact of the
hybrid contextual framework HCF-SR. In each combination of features
as the value of k increases, the value of MSE and RMSE decreases.
The value of MSE and RMSE is lower as compared to other classi-
cal machine learning algorithms at the different values of k. Sklearn
confusion matrix is utilized to compute recall, precision and f1-score
shown in Table 9, Table 8 and Fig. 3. The proposed Hybrid Contextual
Framework HCF-SR yields better results in terms of predicting the
severity rating of COVID-19 for USA counties.

The performance of the proposed model HCF-SR using the different
combination of features, only statistical features (Stats) 1.0904 RMSE,
the combination of statistical and weather features as 𝑆𝑑 0.3491 RMSE,
statistical features (Stats) along with the SOPs auxiliary description
0.2117 RMSE shown in Table 10, Table 11 and Fig. 5.

The Performance of the proposed Hybrid Contextual Framework
is also compared using two different word embedding techniques
i.e. Word2Vec and TF-IDF in Tables 12, 13 and Fig. 6 shows that the
9

Table 8
Performance comparison using Word2Vec.

Model Precision Recall F1-Score

Logistic regression 0.8475 0.8425 0.8425
Naïve bayes 0.91 0.9025 0.9063
Decision tree 0.9825 0.98 0.985
k-nearest neighbors 0.8425 0.8365 0.8375
Random forest 0.8675 0.8675 0.865
SVM 0.99 0.99 0.99
HCF-SR 0.9975 0.9975 1

Table 9
Performance comparison using TF-IDF.

Model Precision Recall F1-Score

Logistic regression 0.7675 0.0.7725 0.76
Naïve bayes 0.9125 0.91 0.9075
Decision tree 0.995 0.9925 0.9925
k-nearest neighbors 0.8375 0.825 0.825
Random forest 0.865 0.8675 0.8675
SVM 0.975 0.975 0.9775
HCF-SR 0.99 0.99 0.99

Table 10
Performance comparison with MSE using SOPs
Auxiliary Description and Temporal Features.

Model Stats 𝑆𝑑 Sta.SOPs 𝑃𝐶𝑜𝑢𝑛

Logistic regression 1.4 0.4097 0.3419 0.1597
Naïve bayes 1.5612 0.5604 0.3017 0.2883
Decision tree 1.5083 0.3474 0.2517 0.0165
k-nearest neighbors 1.2505 0.5010 0.3224 0.1929
Random forest 1.3229 0.4684 0.3529 0.1701
SVM 1.4632 0.2962 0.2014 0.0103
HCF-SR 1.0904 0.2334 0.1519 0.0020

proposed framework outperforms using counties profiles with
Word2Vec decrease the RMSE to 0.0455.

A comparison of the proposed model to other best-performing hy-
brid models reported in the literature is also conducted. The Table 14
and Fig. 4 summarizes the comparison between the proposed hybrid
model and other Best Performing Systems, including [53–62].

The exceptional performance of the Hybrid Contextual Framework
HCF-SR can be attributed to its unique approach compared to other
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Fig. 4. Performance comparison with other best-performing state-of-the-art models.
Table 11
Performance comparison with RMSE using SOPs Auxiliary Description and Temporal
Features.

Model Stats 𝑆𝑑 Sta.SOPs 𝑃𝐶𝑜𝑢𝑛

Logistic regression 1.6472 0.6661 0.3515 0.2406
Naïve bayes 1.8755 0.6949 0.3274 0.2614
Decision tree 1.6912 0.4899 0.3065 0.1288
k-nearest neighbors 1.4981 0.5456 0.3819 0.1937
Random forest 1.5381 0.7521 0.3138 0.1479
SVM 1.6020 0.4245 0.2576 0.1018
HCF-SR 1.3020 0.3491 0.2117 0.0455

Table 12
Performance comparison with Counties Profiles using TF-IDF.

Model MSE RMSE

Logistic regression 0.2406 0.4905
Naïve bayes 0.2614 0.5112
Decision tree 0.0062 0.0788
k-nearest neighbors 0.1937 0.4401
Random forest 0.1479 0.3845
SVM 0.0125 0.1118
HCF-SR 0.0083 0.0912

Table 13
Performance comparison with Counties Profiles Word2Vec.

Model MSE RMSE

Logistic regression 0.1597 0.3996
Naïve bayes 0.2883 0.5370
Decision tree 0.0165 0.1288
k-nearest neighbors 0.1929 0.4392
Random forest 0.1701 0.4124
SVM 0.0103 0.1018
HCF-SR 0.0020 0.0455

best-performing algorithms for COVID-19 severity rating prediction in
the literature. While previous models do not incorporate the SOPs
auxiliary description, the HCF-SR framework utilizes these descriptions
10
Table 14
A comparison between the proposed model and other high-performing algorithms.

Model Precision Recall F1-Score

Varzaneh et al. [53] 0.931 0.927 0.933
Hasan et al. [54] 0.94 0.97 0.95
Luo et al. [55] 0.8111 0.7829 0.7907
Balasubramanian et al. [56] 0.94 0.91 0.92
Yiming et al. [57] 0.96 0.99 0.98
Varada et al. [58] 0.81 0.83 0.82
Tawsifur et al. [59] 0.9044 0.8903 0.8903
Sanzida et al. [60] 0.98 0.98 0.98
Krishnaraj et al. [61] 0.94 0.89 0.94
M.T. Huyut [62] 0.954 0.906 0.947
HCF-SR 0.9975 0.9975 1

in conjunction with statistical and weather features such as active cases,
deaths, temperature, and humidity. By capturing the deep semantics
of SOPs descriptions along with statistical and weather data, HCF-SR
creates a comprehensive county profile that significantly enhances the
accuracy of severity rating predictions for COVID-19. Moreover, the
proposed model addresses several critical limitations found in previous
studies show in Table 1. By incorporating contextual embeddings and
county-specific data, HCF-SR reduces bias associated with retrospective
data and improves generalizability across different populations and
regions. The use of ensemble algorithms and feature selection meth-
ods effectively mitigates the risk of overfitting, a common issue with
complex models. Additionally, external validation on public datasets
demonstrates the model’s applicability and effectiveness beyond a sin-
gle location or demographic, further underscoring its robustness and
reliability for real-world implementation.

5. Conclusion

This paper proposes a Hybrid Contextual Framework HCF-SR based
on content embedding. Two different word embedding techniques are
being utilized to extract deep semantics of auxiliary description. The
model predicts the COVID-19 severity rating by exploiting SOPs de-
scription. Distributed representation of SOPs auxiliary descriptions is
produced using a word embedding model. The proposed Hybrid Con-
textual Framework HCF-SR incorporates the SOPs auxiliary description
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Fig. 5. Performance comparison using a different combination of features.
along with the statistical and weather features to predict the COVID-
19 severity rating for USA counties by constructing counties profiles.
Our model is evaluated on a preprocessed dataset formed by combining
the features from state-of-the-art datasets obtained from healthdata.gov
and National Centers for Environmental Information datasets. Compar-
ison with classical machine learning prediction algorithms and other
best-performing algorithms shows significant improvements in per-
formance. The use of the SOPs auxiliary description along with the
combination of statistical and weather features, using content embed-
ding, captures the deep semantics of SOPs auxiliary description, leading
to much better results than just using statistical information (Stats),
11
weather data, or combined statistical information with the auxiliary
description of SOPs. The proposed Hybrid Contextual Framework HCF-
SR is not only limited to COVID-19 severity rating, it can also be
applicable to other domains such as cardiovascular disease, lung dis-
eases, e.t.c. to predict severe health conditions based on clinical notes.
A rich set of auxiliary information about SOPs is required to predict
COVID-19 severity ratings with the proposed hybrid context framework
HCF-SR. In this study we only focus on the COVID-19 pandemic, in the
future, we intend to extend our framework to predict the severe health
conditions for other diseases based on statistical, and epidemiological
features along with clinical notes auxiliary information.
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Fig. 6. Performance comparison using Counties profiles.
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