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Abstract. Accurate prediction of student performance is crucial in learning ana- 

lytics to prevent course failures and improve academic outcomes. However, pub- 

licly accessible educational data often contains noise and imbalanced data distri- 

butions, requiring effective handling techniques. In this study, we propose a novel 

approach that combines the Synthetic Minority Over-sampling Technique 

(SMOTE) with Long Short-Term Memory (LSTM) and Feed-Forward Neural 

Network (FFNN) models for performance prediction in virtual learning environ- 

ments (VLEs). Our experimental results show that utilizing the SMOTE tech- 

nique significantly improves the accuracy of predicting student withdrawals, with 

the LSTM model achieving the highest accuracy of 94.90% in the 25th week of 

data testing. These findings indicate the effectiveness of the SMOTE technique 

in addressing data imbalance issues in VLE datasets and the potential of our pro- 

posed deep learning models in accurately predicting student performance. The 

implications of our study are significant for learning analytics and educational 

institutions, as accurate prediction of student performance can inform early inter- 

ventions and personalized support. Future research could explore the generaliza- 

bility of our approach in diverse educational contexts and the integration of ad- 

ditional features for further improving prediction accuracy. Hence, our study con- 

tributes to the field of learning analytics by proposing a novel approach that com- 

bines SMOTE with deep learning models for student performance prediction in 

VLEs. Our findings highlight the potential of our approach in addressing data 

imbalance challenges and accurately predicting student performance, with impli- 

cations for enhancing student success in educational settings. 
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1 Introduction 
 

Student performance prediction is currently regarded as one of the biggest problems 

facing education institutions due to a lack of trustworthy models. The lack of research 

on the proper metrics to use in evaluating student performance and the incompatibility 

of the current models with institutional frameworks make this issue very important to 

study. Predicting student performance is one effort in anticipating student failures in 

taking courses [1], [2]. Numerous publicly available data in the area of education can 

be examined with the goal of improving student academic performance. The public data 

still has a lot of noise that needs to be removed before it can be used. Additionally, data 

imbalances must be corrected in order for the prediction results to match the desired 

outcome [3]–[5]. This happens when one of the classes is underrepresented throughout 

the entire dataset. The dataset must be balanced because an imbalance can result in 

instances being incorrectly classified during the prediction phase [6], [7]. The equal 

distribution of instances for each class is taken for granted when applying prediction to 

educational datasets. 

Unbalanced data can be handled in a variety of ways, including data level (prepro- 

cessing) and algorithm-based methods [8], [9]. The Synthetic Minority Over Sampling 

Technique (SMOTE), which creates synthetic samples between minority samples and 

their neighbors, is one of the most well-known preprocessing techniques [10]–[12]. The 

first goal of this study is to use the SMOTE technique to address the issue of data im- 

balance in a virtual learning environment (VLE). The second objective is to use deep 

learning techniques to forecast which students will complete a course or drop it. After- 

ward, the model that is being tested is then evaluated. 

 
2 Related Works 

 
The SMOTE method, which was used in research by [12], generates synthetic data for 

predictive models with the highest accuracy and robustness. According to the study's 

[13] results, AP SMOTE had the highest yield when SMOTE and AP SMOTE were 

applied to an unbalanced data set. The study's findings showed that class data when 

students graduated that weren't balanced could be classified with greater accuracy, pre- 

cision, and sensitivity when the SMOTE method was used [4], [11], [14], [15]. 

 

The SMOTE-based random forest algorithm has the highest accuracy, according to 

the study's findings [16]. Research [17] used the SMOTE preprocessing method to clas- 

sify student academic achievement and compared the performance of two classifiers, 

C4.5 and k-Nearest Neighbor (KNN). When it comes to accuracy, recall, and precision 

values, the C4.5 Decision Tree method outperforms other prediction techniques. 

 

According to research [18]–[21], deep learning is effective at resolving prediction 

issues. The numerical results it was concluded that the LSTM technique outperforms 

state-of-the-art methods in terms of achieving higher precision, recall, f-measure, and 

less time consumption [22]. The problem of spatiotemporal data correlation can be suc- 

cessfully resolved by LSTM, which improves prediction outcomes [23]. 

 

The main hypothesis of the study is that the SMOTE algorithm can solve the problem 

of unbalanced VLE data. The second hypothesis is whether the deep learning approach 

is superior to other approaches for resolving issues predicting student performance.
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3 Research Method 
 

The study's methodology for putting the suggested system into practice will be covered 

in this section. The steps of the proposed methodology are shown in Fig. 1. This section 

begins with a description of the data sets that were used in the study. Utilizing readily 

available data from a public institution, preprocessing, classification, and evaluation 

procedures were carried out. The sections below go over the specifics of each proce- 

dure. 
 

 
Fig. 1. The proposed research method and algorithm 

 
3.1 Data Preprocessing 

This study makes use of the OULAD Student dataset, which records demographic in- 

formation about students as well as user behavior on the Virtual Learning Platform. 

OULAD dataset contains data about courses, students, and their interactions with Vir- 

tual Learning Environment (VLE) for seven selected courses (called modules) [24]. 

Course presentations begin in February and October, and they are denoted by the letters 

"B" and "J," respectively. The dataset consists of tables connected by distinctive iden- 

tifiers. A data frame with 12 variables and 32593 rows. Fig. 2 displays the quantity of 

virtual Learning Environment (VLE) pages that students frequently access. The top 

seven items with the most clicks are the homepage, subpage, resource, content,  
forums, URL, and quiz. 
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Fig. 2. Pages that students frequently access. 

 
When it comes to problems with data quality, NaN entries show that the module 

presentation did not include these activities, which skews the data results due to their 

unavailability. Since not all activity types were present in all of the modules, we have 

chosen to handle this by inputting these NaNs as zero. Another issue with data quality 

is the fact that different modules and module presentations have different average ac- 

tivity lengths (even for activities of the same type). For instance, an 11-question quiz in 

one module presentation might require fewer clicks than a 20-question quiz, because of 

its shorter length. Because of these factors, the number of clicks that the student made 
may not be the best metric for measuring how well they interacted with the ma- terial. 

This course has four different possible results: Pass, Withdraw, Fail, and Distinction. 

Hence, records from three categories are considered (Pass, Withdraw, and Distinction) 

as displayed in Fig. 3 (a). The Pass and Distinction will be combined as the Pass cate- 

gory as shown in Fig. 3 (b). This issue is simplified to a binary classification in order 
to predict whether or not students will drop the course 

 

 

 

 

(a) (b) 

Fig 3. (a) Results of student courses and (b) Two prediction targets 

 
Finding the students who can withdraw from a course during the first few weeks of 

its run is crucial. Consequently, it is essential to conduct the student analysis on a 

weekly basis. The reported date of material access needs to be mapped to the 

appropriate weeks. 

 
3.2 SMOTE Method 

The Synthetic Minority Oversampling Technique (SMOTE) algorithm is used to deal 

with the dataset's unbalanced data. This approach is based on rebalancing the dataset 

during initial training by combining over- and under-sampling [4-5],[16],[24]. The 

SMOTE method locates the 𝑘 nearest neighbors of a class with small data regarding a 

specific set of small data from the same class, draws a straight line with the neighbor, 

and generates points until the random points have a balanced ratio [32]. SMOTE aims 

to increase the proportion of minority classes in the distribution of classes by synthe- 

sizing data for oversampling purposes [9]. Eq. (1), is used to generate fresh data for the 

minority class. 

 𝑦′ = 𝑦𝑖 + (𝑦𝑗 − 𝑦𝑖) * 𝛾 (1) 

 𝑦′: is used to store the outcome of the new data. 𝑦𝑖 : stands in for the minority class. 

𝑦𝑗: is a randomly chosen value from the minority class's k-nearest neighbors 𝑦𝑖, and 

𝛾 ∶ is a value chosen at random from a random vector with a 0–1 range. SMOTE creates 

fresh synthesis training data for the minority class using linear interpolation. The train- 
ing data for the synthesis is generated by randomly choosing one or more of the k- 

nearest neighbors for each sample in the minority class. 
 

3.3 The Deep Learning Model 

Neural networks (NN) are classification, regression, and clustering algorithms that were 

inspired by the human brain. Through the use of parallel processing, NN can be used to 

resolve difficult and ambiguous issues [26]. A NN's node composition varies de- 

pending on the algorithm being used, such as feed-forward and reverse (sequential or 

convolution) [2],[34]. We use the Feed-Forward NN and LSTM models in the DL 
model we proposed. 
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A feed-forward neural network algorithm is also known as a multilayer perceptron. 

The architecture of a feedforward neural network consists of three layers: input, hidden, 

and output [29]. According to the research done [15], the MLP classifier with the 

SMOTE technique performs better than the ML algorithm used. A significant 

improvement in accuracy can be achieved by basing the model's development on the 

input of particular variables [8],[10],[18],[20]. LSTM is a subtype of recurrent neural 

networks (RNN) [33]. In particular, the LSTM can be used to extract temporal patterns 
from nonlinear time-series data [6],[14],[19],[21],[25],[31]. Due to its superior time 

series data processing performance, it has been extensively used in many different fields 

[12],[30]. The memory module of the LSTM recurrent neural network is composed of 

three multiplication units: the input gate, forget gate, and the output gate. These gates 

regulate information input, update, and output in turn, giving the network a specific 

memory function. 

 

3.4 Evaluation Method 

We employ cross-validations, also referred to as k-folds, as one of the validation 

techniques when performing model validation [9],[32]. At this stage, the determination 

test is also used, and the confusion matrix is used to compute accuracy, recall, and 

precision [1],[4]. The performance of the Confusion Matrix can be assessed using 

Research Method 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

 𝑇𝑃+𝑇

𝑁 
𝑇𝑃+𝑇𝑁+𝐹
𝑃+𝐹𝑁 

 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃 
𝑇𝑃+𝐹𝑁 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃 
𝑇𝑃+𝐹𝑃 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 

(2) 

 
(3) 

 
(4) 

 
(5)

4 Results and Discussion 

In this study, experiments were conducted using the sci-kit-learn library and the Python 

programming language. The dataset was tested using the Logistic Regression (LR) 

model on demographic data, which resulted in the creation of the fundamental model. 

In the training set, there is an imbalance of data: 7605 instances were drawn out of 

11550 instances of pass. Predicting the maximum number of students who might 

withdraw from a course is the main goal of this study. The confusion matrix below 

demonstrates that 1019 withdrawn instances were correctly predicted by the model. 

Correct predictions that were withdrawn should increase in order to enhance model 

performance. The confusion matrix results using the LR are shown in Table 1. 
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Table 1. The confusion matrix results using the LR 

 

Variable Actual Withdrawn Actual Pass 

Predicted With- 
drawn 

1019 1532 

  Predicted Pass  624  3211  

 

The LR results shown in Table 1 seem to be biased towards the Pass class. The 

training dataset is unbalanced and has more data points related to the pass category, as 

can be seen in Table 2. By oversampling the instances for the withdraw category, the 

SMOTE method is used to solve this issue. The confusion matrix measurement shows 

an increase in withdrawal cases correctly classified into 1504 records. Then, using the 

Feed-Forward Neural Network (FFNN) and Long Short-Term Memory (LSTM) 

models of deep learning, we test the models. 

 

Table 2. The confusion matrix results using the LR and SMOTE methods. 

 

Variable Actual Withdrawn Actual Pass 

Predicted Withdrawn 1504 1047 

Predicted Pass 1248 2587 

 

4.1 Analysis Feeds Forward NN model with SMOTE 

The FFNN model was then put to the test using the SMOTE approach. Utilize 

weekly click stream data from weeks 5, 10, 15, 20, and 25 to evaluate the model. 

Through oversampling, the SMOTE method addresses problems with data imbalance. 

The measurement outcomes of the FFNN model using SMOTE for weekly click count 

data are shown in Table 3. 

 

Table 3. Model evaluation using the typical weekly clickstream. 

 

Not utilizing cross- 

validation 
10-fold cross-valida- 

tion 

Models Weeks Accuracy F-Score Accuracy F-Score 

Feed Forward 05 74.76 0.80 75.78 0.76 

NN + SMOTE 10 80.45 0.85 79.98 0.81 
 15 84.62 0.88 85.42 0.86 
 20 90.10 0.92 89.90 0.90 
 25 92.94 0.94 92.92 0.93 

Model evaluation using clickstreams and demographic data with materials 

  Not utilizing cross- 
validation 

10-fold cross-valida- 
tion 

Models Weeks Accuracy F-Score Accuracy F-Score 

Feed Forward 05 77.11 0.84 77.00 0.84 

NN + SMOTE 10 78.24 0.84 79.83 0.86 
 15 81.75 0.87 81.32 0.87 
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 20 84.37 0.89 83.31 0.88 
 25 86.14 0.90 85.53 0.89 

Model evaluation using clickstreams aggregated by VLE Materials 

  Not utilizing cross- 
validation 

10-fold cross-valida- 
tion 

Models Weeks Accuracy F-Score Accuracy F-Score 

Feed Forward 05 73.16 0.79 74.86 0.75 

NN + SMOTE 10 77.05 0.82 77.07 0.77 
 15 79.23 0.84 79.23 0.79 
 20 82.93 0.87 81.75 0.82 
 25 84.79 0.88 84.58 0.85 

 

The confusion matrix measurement shows an increase in withdrawal cases correctly 

classified into 1194 records. Table 4 displays the measurements' findings. It has been 

demonstrated that the FFNN model can correct for unbalanced dataset conditions using 

the SMOTE method. 

 

Table 4. Increase in withdrawal cases correctly classified 
 

Variable Actual Withdrawn Actual Pass 

Predicted Withdrawn 1194 780 

  Predicted Pass  603  3061  

 

4.2 Analysis of LSTM model with SMOTE 

The LSTM model needs training data in a specific format (samples, time steps, and 

features). The time steps are kept small because this research's primary goal is the early 

detection of dropouts ( 5,10,15 weeks). The input to the LSTM model consists of the 
click streams organized in a multidimensional format. The features will be based on the 

clickstreams from 20 different VLE materials, and data for each student is kept up to 

date for the entire 38-week period. Thus, the 3D data expected by LSTM shows that for 

all students, we have 38 weeks and 20 resources. The combination of the student id, 

course, and presentation is used to create a unique id that is used to keep track of each 

course and presentation a student completes. The most recent data is organized into a 

multidimensional format using the variables (student*weeks*resources). Table 5 

displays the findings from measuring LSTMs using data weekly click streams. 

 

Table 5. Model evaluation using the weekly clickstream for LSTM 
 

Models Weeks Accuracy F-Score 

Long short-term memory 05 77.10 0.85 

network (LSTM) + SMOTE 10 83.47 0.89 
 15 87.29 0.91 
 20 91.78 0.94 
                                                                  25  94.90  0.96  
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Probability of model prediction over weeks. To comprehend how a student instance 
is classified, the probabilities generated by the model over the course of the weeks are 

analyzed. True Negative (TN) case illustration: How the model correctly foresees the 

passing student. The probabilities and weeks for LSTM True Negative (TN) cases are 

shown in Figure 4. True Positive (TP) case study: how the model correctly predicted 

the student who withdrew. There have been noticeable changes to the True Positive 

(TP) graph, as can be seen. 

 
 

 

 

 

(a) (b) 

Fig 4. Probability vs week for LSTM (a)True Negative (TN) and (b)True Positive 

(TP) cases 

 

We track the False Positives (FP) and False Negatives (FN) to see how the predicted 

probability changes over the course of the weeks and how the model decision is 

affected. The results of adjusting the probabilities for false positives and false negatives 

are depicted in figure 5. 
 

 

 

 

 

(a) (b) 

Fig 5. Probability vs week for LSTM (a) False Positive (FP) and (b)False Negative 

(FN) cases 

 

5 Conclusion 
 

The training dataset is imbalanced and contains more information about the pass cate- 

gory. By oversampling the instances for the withdraw category, the SMOTE method. 

helps to resolve this problem. The dataset was tested using Long Short-Term Memory 

(LSTM) and Feed-Forward Neural Network (FFNN) models. In the first experiment, 

the model was tested without using the SMOTE method. And in the second experiment, 

the model was tested using the SMOTE methodology. Evaluation of the model using 

data clickstreams, and demographics data combined with materials in VLE. A 

confusion matrix is used to measure the evaluation of model predictions, and the results 

are compared. When comparing using the SMOTE method to not using the SMOTE 

method, the confusion matrix showed an increase in the number of withdrawal cases 

that were correctly classified. Based on our model testing, we draw the conclusion that 

the SMOTE method can effectively address the issue of data imbalance. For upcoming 

research, it is essential to try to include extra features, like the capacity to predict 

students' graduation and failure rates. 
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which permits any noncommercial use, sharing, adaptation, distribution and reproduction in
any medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If
material is not included in the chapter's Creative Commons license and your intended use is
not permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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