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Preface

Information systems (ISs) applications are crucial to every facet of contemporary
civilization. These applications have altered the way we engage and interact with
one another, get the information we need, work, do business, and manage our social
life. The International Conference on Information Systems and Intelligent Appli-
cations (ICISIA 2022) is established to be one of the leading international confer-
ences in information systems. The conference brings together information systems
academics, scholars, researchers, and practitioners from academia and industry to
discuss cutting-edge research in information systems and intelligent applications.
ICISIA 2022 aims to discuss fundamental and innovative topics in information
systems and their societal impact on individuals and organizations. It mainly focuses
on the role of artificial intelligence in organizations, human—computer interaction,
IS in education and industry, and IS security, privacy, and trust.

The ICISIA 2022 attracted 109 submissions from 27 different countries world-
wide. Out of the 109 submissions, we accepted 60 submissions, which represents
an acceptance rate of 55%. Each submission is reviewed by at least two reviewers,
who are considered experts in the related submitted paper. The evaluation criteria
include several issues, such as correctness, originality, technical strength, signif-
icance, presentation quality, interest, and relevance to the conference scope. The
conference proceedings is published in Lecture Notes in Networks and Systems Series
by Springer, which has a high SJR impact.

We acknowledge all those who contributed to the success of ICISIA 2022. We
would also like to express our gratitude to the reviewers for their valuable feedback
and suggestions. Without them, it was impossible to maintain the high quality and
success of ICISIA 2022. As gratitude for their efforts, ICISIA 2022 is partnered
with Publons to recognize the reviewers’ contribution to peer-review officially. This
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partnership means that reviewers can opt-in to have their reviews added to their
Publons profile.

Dubai, United Arab Emirates Mostafa Al-Emran
Selangor, Malaysia Mohammed A. Al-Sharafi
Dubai, United Arab Emirates Khaled Shaalan
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Why Should I Continue Using It? Factors | m)
Influencing Continuance Intention to Use | @
E-wallet: The S-O-R Framework

Aznida Wati Abdul Ghani, Abdul Hafaz Ngah, and Azizul Yadi Yaakop

Abstract Research on e-wallet behaviour has captured the interest of scholars in
recent years as a result of the rapid changes in spending patterns. This study aims
to investigate e-wallet users’ continuance usage intention by incorporating SOR
theory. This study illustrates the mediating role of satisfaction and attachment in
the relationship between self-congruity and continuance intention to use e-wallets.
Through the use of a structured questionnaire, the self-administered data collec-
tion reached out to 550 potential respondents across Malaysia. The respondents
were chosen using a non-probability purposive sampling technique. In total, 435
replies were evaluated. The analysis was conducted using Smart PLS version 3.3.5.
The findings indicate that there is a positive relationship between satisfaction and
attachment on one hand and intention to continue use on the other. Additionally,
the results proved that attachment and satisfaction sequentially mediated the rela-
tionship between self-congruity and continuance usage intention. The conclusions of
this study could benefit all stakeholders in Malaysia’s Fin-Tech business, particularly
those in the e-wallet community.

Keywords E-wallet - Mobile wallet - SOR theory - Self-congruity - Attachment *
Satisfaction + Continuance intention to use * Cashless society + Malaysia

1 Introduction

The rise of COVID-19 has coincided with a massive shock to the global economic
patterns, gradually altering the ways we live our lives. After nearly two years of living
with the virus, we have transformed our old habits of living, playing and shopping
in order to comfortably adjust to the new normal. Within a year of the outbreak, the
number of electronic wallet transactions had increased by 89% to 468 million [1]. The
growing use of e-wallets has exacerbated the divide between traditional and digital
retail transaction trends. Apart from health issues, individuals value simple, quick
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e-mail: aznidaaghani @ gmail.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 1
M. Al-Emran et al. (eds.), International Conference on Information Systems and Intelligent

Applications, Lecture Notes in Networks and Systems 550,

https://doi.org/10.1007/978-3-031-16865-9_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16865-9_1\&domain=pdf
mailto:aznidaaghani@gmail.com
https://doi.org/10.1007/978-3-031-16865-9_1

2 A. W. A. Ghani et al.

and time-saving transactions. Compared to cash transactions, e-wallet transactions
are believed to be safer, more comfortable and handier because users no longer need
to carry cash [2]. Everything is stored on their smartphones. E-wallets enable users
to store their money through any of the 53 licensed e-wallet providers in Malaysia
[3], which can be easily downloaded via the Google Play Store, Huawei App Gallery
or Apple App Store.

Apart from the role of e-wallet providers in promoting the numerous benefits
of utilising an e-wallet, another critical factor affecting the e-wallet landscape in
Malaysia is merchants’ adoption of the technology. In 2021, merchant participation
in QR payments increased by 57% to 1 million registrations [1], demonstrating their
rapid response, whereby they joined the e-wallet ecosystem, further adopting and
embracing the trend as more consumers adopted e-wallet usage. While the use of
e-wallets is increasing, the technology’s future profitability depends on its continued
use rather than its initial adoption [4, 5]. Gaining a higher rate of user adoption guar-
antees a substantial profit for a firm immediately, but maintaining current customers
is the measure of a corporation’s long-term performance. All this effort and invest-
ment in technology would be in vain if e-wallet usage plummeted. The average app
user is impatient since so many applications and other forms of media are competing
for their attention. According to Ding and Chai [6], three months after installing
downloaded apps, only 24% of users continued using them. This reduced to 14% of
users after six months and only 4% of users had been retained one year after instal-
lation. If app user retention is so low, the mere volume of downloads may become
irrelevant.

Retaining consumers is critical for e-wallet providers to prosper and recoup their
substantial investment in e-wallet services [5]. Numerous people continue to prefer
internet banking to e-wallets [7]. While e-wallets continue to grow in popularity
and generate billions of transactions, online banking volumes are also rising; 2021
saw an increase of 36% to 12.1 billion transactions [1]. As previously stated, many
users who experimented with e-wallet services then returned to internet banking [8].
Therefore, retaining existing users is crucial [5] to ensuring that government efforts
do not fail and that they support the e-wallet providers in avoiding major losses. E-
wallet merchants have spent as much as RM 600,000 [9] on each e-wallet app, simply
to become involved in these services. All their technological investments would be
for nought if e-wallet usage declined. In securing the survival of the e-wallet in
Malaysia, it is necessary to identify the variables impacting its continued use. It is
appropriate to highlight the factors that contribute to users’ continuance intention
to use e-wallets regardless the efforts of both the government and the private sector
since it is valuable to understand how post-adoption compares to initial adoption
[10].

Studies on ensuring continued usage have acquired prominence because previous
scholars have shown that interiorised usage cannot be projected using notions such
as short-term usage, adoption and acceptance [11]. This had created an urgent need
to thoroughly investigate continuous use and the elements impacting it. Thus, this
study elucidates the factors driving Malaysians’ continuous use of e-wallets. While
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numerous studies have examined e-wallet user behaviour, the majority of the liter-
ature has focused on initial uptake rather than ongoing usage [12]. To the authors’
knowledge, little research on the continued use of e-wallets has been conducted. Most
previous scholars of continuance usage behaviour adopted the ECM [13], TAM [14],
UTAUT [15] or TCT [10] as their underpinning theory.

To the authors’ knowledge, there is a scarcity of research using the S-O-R model
to assess the drivers that influence the continuity intention to use e-wallets. Ngah
et al. [16] argued that the SOR framework provides researchers with greater flex-
ibility to manipulate their research model based on the context of their studies, as
long as it reflects the original basic concept of stimulus—organism-response. Earlier
research on continuance intention examined S-O-R theory in a variety of contexts,
including social media platforms [17] and airline services [18]. The S-O-R model
most frequently used to examine the topic of mobile payments centres on usage inten-
tion and customer satisfaction [19]. To address this gap, the current study took into
account the SOR framework proposed by Mehrabian and Russell [20] to investigate
the factors influencing continuance intention to use e-wallets by operationalising
self-congruity for the ‘stimulus’; attachment and satisfaction for the ‘organism’; and
continuance intention to use for the ‘response’. Additionally, this study contributed
to the literature by studying the mediating effects of satisfaction and attachment in
the relationship between self-congruity and an e-wallet user’s continued intention to
use the service.

2 Literature Review

2.1 The Stimulus-Organism-Response (S-O-R) Framework

The current study makes use of the Stimulus-Organism-Response approach devel-
oped by the environmental psychologists, Mehrabian and Russell [20]. S-O-R theory
is fundamentally comparable to the well-known IS processing model, which is
composed of the following components: input (stimulus)—process (organism—
emotion or cognitive judgement)—output (response). This theory describes how
the variables in the model are connected. This idea was first designed to explain how
specific environmental inputs boost emotions, resulting in future behaviour. SOR
theory has been adapted for use in various research contexts [21, 22]. Additionally,
environmental cues impact consumers’ experience-based judgements to produce a
unique response in a specific setting, and this theory has been frequently applied
in research. The theory’s adaptability enables researchers to construct and expound
new models of consumer behaviour that are based on the SOR approach (Fig. 1).
The S-O-R paradigm has already been used to explain consumer loyalty [23],
purchase intention [24] and engagement [21], among others. Meanwhile, research
on volunteerism [25], technology adoption [26] and other contexts has proven the
predictive abilities of SOR theory. Nonetheless, the objectives of several studies
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have been to evaluate the continued use of a product based on SOR theory, as well
as highlight continuance usage intention based on SOR theory [17]. In these cases,
scholars modified the environmental stimuli and emotional evaluations to the study
context. The psychological concept (self-congruity) of e-wallet services was used
to represent “environmental stimuli” in this study; these are critical aspects since
they reflect the user’s early adoption phase of e-wallet usage. The term “organism”
refers to an organism’s internal state, which is influenced by environmental stimuli
[20]. Baghozzi [27] defined the term “organism” as an individual’s internal states
of emotion, perception, and affection that influence future behaviour. Similarly, the
study characterised satisfaction and attachment as internal states impacted by an indi-
vidual’s self-congruity. Additionally, the SOR model postulated that the organism
had an indirect effect on the relationship between stimulus and response [28]. The
character of an organism affects aresponse. For e-wallet users, satisfaction and attach-
ment have a considerable influence on e-wallet users’ decisions to continue using
the e-wallet or switch to alternative mobile payment methods that offer comparable
services; thus, the likelihood of switching to other ways is high. Moreover, this study
used S-O-R as a crucial explanatory framework for analysing the aspect of human
behaviour to anticipate cognitive judgement and future, or post-adoption, behaviour.
Due to the study’s sequential effect on the user’s psychological acceptance stage,
as well as on their emotions, feelings and behaviours, the SOR approach was appli-
cable. Using the SOR model as a guide, the current study proposes a theoretical
basis on which to explain the influence of self-congruity stimuli on attachment and
satisfaction, which subsequently affects continuing intention.

Self-congruity. Self-congruity is defined as the alignment between the product image
and the customer’s self-image [29], that is, the congruence between the consumer’s
self-concept and the perceived image of the product or service [34, 35]. Self-congruity
occurred in the current study when users pictured how the product image reflected
their own image. Specifically, e-wallet customers seeking a meaningful and personal
connection with their e-wallet app were found to align the e-wallet’s image with
their own. The stronger the self-congruence between a user’s actual self-image and



Why Should I Continue Using It? ... 5

his/her actual activity, the more likely the user is to be driven to engage in future
action [30]. Additionally, congruity with a product contributes to the development
of pleasant sensations among users, both pre- and post-purchase [29, 31]. Kim and
Thapa [30] observed that self-congruity improved satisfaction. When users believe
products or services are consistent with their self-image, they demonstrate increased
product engagement, brand loyalty and brand relationship quality [32-34]. Japutra
et al. [35] established that self-congruity has a direct influence on brand attachment.
As a result, the following hypotheses were advanced:

HI. Self-congruity has a positive impact on attachment.

H2. Self-congruity has a positive impact on satisfaction.

Attachment. Brand attachment has been lauded as a critical concept in marketing
literature due to its ability to accurately reflect a consumer’s emotional bond to a
product over time [36]. Just as humans have a natural need to build attachments with
other people [37], they also develop attachments to services for various reasons.
This bond has an effect on behaviour, which in turn increases brand loyalty and
consumer lifetime value [38]. The current research defines attachment as a unique
and strong bond of self-connection between users and e-wallets. This unique bond is
formed through a psychological and technological connection (as a result of positive
experiences with e-wallet services), coupled with their personal attitudes towards
e-wallet usage behaviour. Attachment fosters a strong rapport between both players
(users and e-wallets apps), to the point at which both parties become emotionally
invested and willing to invest additional resources - such as energy and time - to
preserve the connection [39]. Previous research studied the influence of attachment
on consumer behaviour, more precisely, on the proclivity to maintain usage [40].
Consumers who have a strong brand attachment are unwilling to swap brands and
display a greater propensity to persist with their initial choice. Additionally, Cao
et al. [39] revealed that of all the predictors, emotional attachment had the strongest
relationship with continuing intention. As a result, the following hypothesis was
advanced:

HS. Attachment has a positive impact on continuance usage intention.

Satisfaction. Satisfaction is a critical sign of success in the e-commerce ecosystem
[41]. User satisfaction reflects users’ confidence in the service’s ability to elicit happy
emotions [42]. Users’ satisfaction with e-wallet usage is a result of their interactions
with the services, and this influences their future behaviours. Satisfied users are more
likely to shop again and refer the business to others [43], and they are also expected
to continuously sustain the use of technology [44], whereas dissatisfied users will
abandon the retailer with or without complaints. Taking into account the perspectives
and concepts of these preceding researchers, “satisfaction” can be described in the
context of the present study as the degree to which e-wallet services meet the users’
anticipated outcomes following their use of e-wallets, which in turn encourages
the continued use of e-wallets. As Bhattacherjee [4] noted, user satisfaction is a
significant element in determining continuation or behavioural intention, a finding
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that Chuah et al. [45] and Veeramootoo et al. [46] corroborated. Additionally, Hepola
et al. [47] discovered that satisfaction is a superior predictor of future service use
intention. Thus, the authors hypothesised the following:

H6. Satisfaction has a positive impact on continuance usage intention.

Mediating Effect (Attachment and Satisfaction). Despite the possibility of interac-
tion between variables based on the SOR model, insufficient research has been under-
taken on the influence of mediating factors (attachment, satisfaction) on the relation-
ships between self-congruity and continued intention to use e-wallets. Mediating
factors in a causal chain are variables that relate antecedent variables to outcomes [48,
49]. The exploration of theoretical mediating factors is common in business research
and social sciences [49], since most business researchers integrate mediation and/or
moderation into their research frameworks [25, 48]. In the present study, media-
tion can be recognised in the idea that self-congruity and the intention to continue
using e-wallets are influenced by attachment and satisfaction. As such, mediation is
considered the underlying mechanism and process connecting the antecedents and
consequences [48]. Based on the prior discussion, the current study demonstrates
that the existing literature presents consistent associations between self-congruity
and attachment [35], attachment and continuance intention [39], self-congruity and
satisfaction [30], as well as satisfaction and continuance intention [50]. There is a
persistent positive association between self-congruity and intention to continue use
[51]. Thus, itis hypothesised that attachment and satisfaction mediate the relationship
between self-congruity and intention to continue use. In light of this, the following
hypotheses were proposed:

H5. The relationship between self-congruity and continuance intention is mediated by
satisfaction.

H6. The relationship between self- congruity and continuance intention is mediated by
attachment.

3 Methodology

The present study used a quantitative technique to test the hypotheses and determine
whether they fit within the research framework. Due to the individual being used
as the unit of analysis and the lack of a complete sample frame, a self-administered
survey questionnaire was employed in conjunction with a purposive, non-probability
sampling approach. The data was acquired from Malaysians who were experienced
e-wallet customers. All possible respondents over the age of 15 were given the survey
questionnaires, together with a cover letter. This was undertaken in retail premises,
as well as among public and social groups. Only those who volunteered to participate
in the survey received the survey questions. Of the 600 surveys issued, exactly 550
responses were received. However, 115 of the returned questionnaires were discarded
due to their poor data quality, such as respondents answering with a straight line
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or providing partial responses. Thus, 435 responses were usable, amounting to a
response rate of 79%. In the remaining questionnaire sets, there was no missing data.
A priori power analysis was done using G*Power 3.1 before the commencement
of data collection to estimate the minimum sample size necessary to establish the
appropriate statistical power required to explain the model’s interactions [52]. The
results showed that a sample size of 67 participants with two predictors would be
necessary to attain 80% power at a medium effect size (0.15) and a 0.05 confidence
level. A total of 435 responses obtained were deemed sufficient for testing the study
model.

Since this study used the SmartPLS (partial least squares) 3.3.5 programme [53],
all the measuring items for each construct were adapted from prior researchers. Even
though several of the items had previously been used in other research studies, the
authors justified their inclusion in the context of the present study without changing
its original purpose. The self-congruity (SC) measuring items were adapted from
Sharma et al. [51], those for satisfaction (SAT) and continuance intention (CI) from
Rahi et al., [54] and the items for attachment (ATC) from Pedeliento et al. [55].

4 Data Analysis

In terms of age, 54.7% of the 435 people who responded were in the 15 to 25
age group. Females comprised 60.7% of the total number, while 73.% had incomes
below RM 3,170 per month. According to respondents’ e-wallet profiles, 56.8%
were interested in adopting e-wallets as a result of the government’s e-wallet incen-
tive programmes, 85.5% had used e-wallets for less than two years and 77.2% had
acquired no more than two e-wallets.

The study’s predictive nature necessitated the use of SmartPLS software [53, 56].
The current research evaluated multivariate skewness and kurtosis in accordance
with the published recommendations [57, 58]. Mardia’s multivariate kurtosis was f
= 47.572701, p < 0.01, while Mardia’s multivariate skewness was § = 5.313324,
p < 0.01. These values suggested that the data was somewhat non-normal. As a
consequence, since the data did not match the criterion for normality, it was suitable
to perform the analysis using SmartPLS [53].

The common method variance issue may arise when only one source is used to
obtain the data, with the conclusion potentially being affected [59]. Consequently,
the authors addressed this problem using both forms of analysis, procedural and
statistical. The authors assessed the study’s constructs using a different anchor scale
in the procedural approach [60, 61]. The intention to keep utilising the product was
gauged using a seven-point Likert scale. The remainder of the constructs were rated
on five-point Likert scales. According to the recommendations by Kock [62] and
Ngah [59], full collinearity should be evaluated to limit the likelihood of common
method bias. Through this method, each variable was regressed against a common
variable. When employing a single source of data, a VIF score of less than five
indicates that bias is not a serious problem in the research [63]. The VIF values were
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less than five (attachment = 3.448, continuance intention = 2.073, satisfaction =
3.268, self-congruity = 2.109), which suggested that this study was not significantly
affected by CMV.

4.1 Measurement Model

The authors posited argued for a two-step approach to SEM analysis that incorporates
both a measurement and a structural model. The measurement model’s convergent
and discriminant validity had to be determined before the study could proceed to
the subsequent phase of using the structural model to test the hypothesis. As stated
by Hair et al. [64], it is possible to achieve convergent validity when the loading
and average variance explained (AVE) values exceed 0.5; moreover, the composite
reliability must be over 0.7. Each of these sets of values was utilised in the evaluation
of construct validity illustrated in Table 1. As indicated in Table 1, all the results were
larger than the minimum values stated in the literature, indicating that the study’s
convergent validity had been demonstrated.

Itis necessary to determine discriminant validity once convergent validity has been
confirmed. According to Franke and Sarstedt [65], discriminant validity is shown
when the heterotrait-monotrait ratio (HTMT) is less than 0.90. Table 2 shows that
each HTMT value was below the most conservative value stipulated, demonstrating
that the discriminant validity of the study had not been compromised [65].

Table 1 Convergent validity

Construct Item Loading CR AVE
Attachment ATCl1 0.937 0.964 0.870
ATC2 0.933
ATC3 0.927
Continuance intention CIl 0.932
CI2 0.969 0.978 0.937
CI3 0.968
Satisfaction SATI 0.967
SAT2 0.937 0.963 0.897
SAT3 0.959
Self-congruity SCl1 0.944
SC2 0.921 0.952 0.868
SC3 0.939
SC4 0.935
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Table 2 Discriminant validity: HTMT ratio
Attachment Continuance Satisfaction Self
Intention Congruity

Attachment
Continuance Intention
Satisfaction

Self Congruity

4.2 Assessment of Structural Model

The structural model analysis step is where hypotheses are tested within the study
framework. The proposed hypotheses in the research model were tested using a
bootstrapping approach with 500 samples [66]. Experts have recommended that four
aspects of the research hypotheses should be evaluated: i) the hypotheses should be
reflected in the study’s direction; ii) t-values should be > 1.645; iii) p-values should
be < 0.05; and iv) the confidence interval of the study should contain no zero values
between the lower (LL) and upper levels (LL) [67, 68].

The direct effect results suggest that attachment (b = 0.414, p < 0.001) and satis-
faction (b = 0.302, p < 0.001) were both positively related to continuance intention.
Hence, H3 and H4 were supported. Self-congruity was positively related to both
attachment (b = 0.662, p < 0.001) and satisfaction (b = 0.651, p < 0.001), proving
that H1 and H2 were also supported. In terms of the effect size values, the definition
given by Cohen [69] was that small (S) effect sizes were 0.02, medium (M) effect
sizes were 0.15 and large (L) effect sizes were 0.35. Table 3 indicates that the effect
sizes were either small or large for each supported hypothesis.

The mediation analysis revealed that two hypotheses were supported: H5 and H6.
These hypotheses were bootstrapped using the methodology described by Preacher

Table 3 Hypothesis testing

Relationship Beta |SE T P LL UL VIF |F2 Decision
Values | Values

H3: ATC — CI 0.414 |0.064 | 6.438 |0.001 |0.31 |0.524 |2.978 | 0.108 | Supported
(S)

H4: SAT — CI 0.302 [ 0.068 | 4.466 | 0.001 |0.18 |04 2.978 | 0.057 | Supported
()

H1: SC — ATC |0.662 |0.038 | 17.604 | 0.001 |0.596 | 0.725 | 1.000 |0.782 | Supported
@)

H2: SC — SAT 0.651 | 0.038 | 17.003 | 0.001 |0.586 | 0.707 | 1.000 | 0.735 | Supported
(5)

H6: SC — SAT 0.196 | 0.048 | 4.119 | 0.001 |0.101 | 0.285 Supported

— CI

H5:SC — ATC |0.274 | 0.051 | 5.432 |0.001 |0.174 | 0.371 Supported

— CI
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and Hayes [70]. Table 3 indicates the significant relationship that self-congruity had
with continuance intention when either attachment (SC — ATTC — CI; b= 0.274,p
<0.001) or satisfaction were the mediators (SC — SAT — C1: b=0.196, p<0.001).
It can be reasonably concluded that the analysis featured the effects of mediation since
it was indicated by the confidence intervals that no zero values straddled the lower
level and the upper levels.

5 Discussion

Overall, the contribution the current research makes to the literature is to enhance
the knowledge of the different features that impact the continued intention to utilise
e-wallets. This area is especially apposite, so it should be researched further by
academics in the context of service settings. This study examined how both satisfac-
tion and attachment were related to users’ decisions to keep utilising e-wallets, with
this association revealed to be positively affected. These outcomes aligned with those
of Raman and Aashish [71], who reported that a contented user tends to exhibit favour
towards a service and an intention to keep utilising it. A delighted user would return to
e-wallet-based applications on a continuous basis. As a result, this pleasant sensation
will inspire their future continued adoption behaviour to be more favourable. This
finding is consistent with Khayer and Bao [72]. E-wallet companies must have an
innovative and compelling strategy for attracting customers to their apps. Promoting
additional privileges and advantages will attach multiple pull factors that help to
retain current users and entice new ones to use the services.

Psychological elements (self-experience and self-congruity) as stimuli agents in
the SOR framework introduced another dimension to the discussion on e-wallet
behaviour research. Zou et al. [73] stated that attachment and self-congruity are
positively affected by one’s own experience. If a customer is an existing e-wallet
user whose self-experience while using the service has been positive, they are likely
to develop associations with the service based on emotion. As users of the e-wallet
community, prior experience with e-wallets enables users to justify their self-image
in terms of the prevalent picture of e-wallet users.

Researchers have indicated that self-experience and continued use are directly
related [74]. Nevertheless, as the results of this study confirm, two pairs of succes-
sive mediators affect the way self-experience and continuation intention are related:
self-congruity and attachment (HS), in addition to self-congruity and satisfaction
(H9). These results show the crucial roles played by self-congruity, attachment and
satisfaction when assessing how continued e-wallet use is related to self-experience
and intention.
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6 Theoretical and Practical Contributions

This research contributes essential aspects of the theory concerning the intention to
keep utilising e-wallets, while the findings could be generalised to different forms
of post-adoption actions in numerous situations involving innovative information
technology. The study has the potential to contribute to the body of knowledge in
relevant disciplines involving technology adoption, both theoretically and practically.
The authors have identified a lack of literature that uses the SOR model to explore
continuing intention to use e-wallets. Interestingly, the current data supports each of
the proposed hypotheses. However, future studies of moderating factors may offer
more fascinating outcomes that add a new dimension to the topic. An important way
this study contributes is by validating the ways self-congruity and attachment act
as mediators when examining how self-experience and continuance intention are
associated.

This study has practical ramifications that can help enhance future e-wallet usage.
Favourable attitudes to the use of e-wallets should be developed, which could be
achieved by encouraging those who provide e-wallet services to focus on progressing
the practical advantages of the e-wallets so they meet the user’s expectations and raise
their satisfaction. Service providers must invest more money in research and devel-
opment to ensure that e-wallet systems provide all of the functionality and features
requested by users. It would be useful to utilise social media platforms to undertake
instructive and engaging campaigns to promote e-wallet services. As Malaysia moves
closer to becoming a cashless society, the government must continue to foster the
growth of the FinTech industry by streamlining licensing procedures and providing
tax benefits. To ensure a significant impact on post-adoption behaviour, it is also
recommended to explore cost-free marketing plans that promote both electronic and
positive word-of-mouth (EWOM and WOM) among current e-wallet users [75, 76].
This strategy would be effective for increasing peer awareness of the distinct features
and benefits of e-wallet systems in comparison to other forms of digital payment.
This would have a substantial effect on users’ behaviours, potentially assisting in the
retention of current users and attracting new ones.

7 Conclusion, Limitations and Future Research

While contributing to important elements of the theory and exploring the outcomes
for management, the current research involved various limitations. To begin with,
because this study focused on end-users, the external validity of the findings was
compromised. Future studies should examine the e-wallet community as a whole,
including e-wallet providers and e-wallet intermediates (merchants), to gain a better
knowledge of the circumstances. Second, research on post-adoption behaviour
involving e-wallets needs to be expanded across regions, age groups, locations and
socioeconomic positions to provide relevant data and aid in the development of
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successful marketing designs to meet specific demands. Such details could be used
to instil in users stronger emotional attachments to e-wallet use, which should hasten
the transfer to cashless transactions. Third, as the current study used a cross-sectional
approach, mono-method bias may be an issue; hence, future research should employ a
qualitative or longitudinal strategy to elicit more detailed information about e-wallet
users’ persistence behaviour. Fourth, while this study considered the key characteris-
tics of continuing e-wallet usage, the inclusion of service security and social dimen-
sions as potential predictors of ongoing usage behaviour could produce exciting
results. Last, the model outlined and explained in this article could be expanded
in future research. One way to achieve this would be to include and discuss the
self-congruity dimension (actual and ideal self-congruity).
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Abstract In light of the information revolution, this study aims to clarify the impact
of artificial intelligence and supply chain resilience on the supply chain performance
of engineering, electrical, and information technology companies registered with the
Jordan Chamber of Industry. This study expands knowledge by exploring the rela-
tionships between artificial intelligence and the moderating supply chain dynamism.
This study looks at artificial intelligence as an important resource, in addition to
resilience supply chains, an important resource in raising the supply chain perfor-
mance for companies. The questionnaire was conducted via e-mail and the study
sample included (208) companies registered with the Jordanian Chamber of Industry
and Commerce. The data was analyzed using the smart (Pls) software and its direct
link with artificial intelligence and supply chain resilience. In addition, the analysis
shows that there is a direct relationship between the mediating variables supply chain
dynamism and supply chain resilience and supply chain performance. These results
provide an insight into the relationship between artificial intelligence and supply
chains, and the Moderating variable on the performance of a company’s supply
chains, which may be an entry point for companies to enhance their performance
due to the importance of this sector to the Jordanian economy.
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1 Introduction

Since the inception of the concept of artificial intelligence, it has become a top priority
for businesses, and this priority has been largely driven by the obtainability of big
data and the emergence of advanced infrastructure technology, where technology is
required to improve business in all sectors, including the supply chain [1]. As more
data connected to (big data) analytics became available, predictive analytics was
used to investigate the causes of supply chain interruptions, resulting in improved
supply chain performance. According to a recent survey published by the Gartner
Foundation, the number of firms using artificial intelligence has increased by 270
per cent in only four years [2]. While there are numerous doubts regarding artifi-
cial intelligence’s potential economic worth, firms that have started to implement it
has seen significant improvements in their performance. However, owing to rising
demand and interruptions in global supply networks, the contemporary supply chain
is more complicated than previous supply systems, necessitating the digitization of
the supply chain to tackle such problems [3].

Traditional businesses seek ways to enhance their supply networks’ performance
and the coordination of supply chain participants [4]. Supply chain resilience may
help reduce the risks of supply chain disruptions. defined supply chain resilience as
a feature of a supply network that allows it to return to its original form after a brief
time of disturbance. Whereas, with the outbreak of the Corona pandemic, Supply
chain resilience has risen to the top of the discussion, since supply chain resilience
is concerned with the supply chain’s capacity to respond to current actions [5].

As aresult, the creation, coordination, and management of information are essen-
tial aspects for supply chain recovery, according to the Resilient Supply Chains
reports, as organizations must adopt a dynamic and innovative approach to managing
their chain, and risks and threats must be viewed as opportunities to develop in the
face of highly disruptive networks and threats [6]. which, in turn, will have an effect
on the SC performance [7].

Today’s supply chains are getting more dynamic in today’s world settings and with
technology change[8], need continuous information as external and internal threats to
carry on to stifle their performance [9]. Furthermore, [10] have identified dynamism
of the environment as an important component toward consider when addressing
performance-related concerns. As a result, knowing the connections between Al,
supply chain resilience, and supply chain performance is crucial, and the links are
predicted to provide useful information about how performance capabilities should
be developed.

Based on the above-mentioned research gaps, the following research questions
emerge:

RQL1. Is there a relationship between Artificial intelligence (AI) and Supply chain
resilience on supply chain performance?

RQ2. Does supply chain dynamism influence the relation between Artificial
intelligence Al and Supply chain resilience in Supply Chain Performance?
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In addressing the research questions, Based on the findings, we develop a research
framework. “(OIPT)”, where the study population is from the engineering, electrical,
and information technology industries registered with the Jordanian Chamber of
Industry, which numbered 453 and the study sample reached 208, where this sector
The volume of exports is 465.8 million Jordanian dinars annually, and it employs
31,725, which is the total number of employees working in the Jordan Chamber of
Industry [11]. It is expected and its growth in this sector in the coming years, which
shows great importance to this sector and to see it, and to help in ways to develop
this sector in particular in Jordan and the world in general, and from here stems
The importance of the study that deals with “the impact of artificial intelligence and
supply chain resilience on supply chain performance: Moderating Dynamic Supply
Chain”.

2 Literature Review

2.1 Artificial Intelligence

During the last two decades, many organizations have attempted to digitize their
operations, and the industry has just recently become a business bumblebee [12]. For
a long time, artificial intelligence has been regarded as one of the most important
technologies for facilitating machine-to-machine communication [13]. Because the
supply chain encompasses a range of complicated jobs, artificial intelligence might
help to streamline operations by resolving issues faster and more accurately while
also processing large amounts of data [14]. Although (AI) isn’t new concept, it has
only recently been recognized for its potential in a variety of applications, including
supply chain management [15]. To predict issues, artificial intelligence can provide
smart and quick decision-making in the supply chain. As aresult, through on-time and
undamaged delivery, a proactive Al system contributes to improved service quality
and customer satisfaction [16]. Artificial intelligence (AI) automates compliance,
cost-cutting and enhancing the efficiency of a supply chain network [17]. In today’s
developing business environment, artificial intelligence greatly influences the predic-
tive skills necessary for demand forecasting. Conversations with Al-powered bots
may be personalized, making client contact more efficient. These bots, which are
backed up by echo users and customer service representatives, can help track the
status of an item’s delivery [18].

2.2 Supply Chain Resilience

Defining supply chain resilience is the ability of a supply chain to withstand unex-
pected, disruptive events and swiftly recover to its prior level of performance or to
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a new level necessary to sustain expected operational market, and financial perfor-
mance to build a strong supply chain, businesses must identify and assess the nodes
for hazards, occurrence frequency, severity, and how these hazards might be detected
[19]. Businesses use a range of strategies to keep their supply networks healthy.
During the early phases of the Corona pandemic, certain supply chains identified
inventory and capacity stores as a source of resilience. Others depended on under-
used production capacity for goods, while others relied on underutilized produc-
tion capacity for other commodities [10]. Certain supply chains have profited from
resilience as a result of multisourcing plans as compared to a single source of supplies
[20]. The corona-virus pandemic has also emphasized the need for near-shoring
in order to reduce geographic dependence on global networks [21]. Local supply
networks provide for improved inventory management and quicker delivery of prod-
ucts to clients [22]. The more local the network, the more likely manufacturing
technologies will be effectively harmonized, allowing for a more seamless flow of
commodities across the network [23].

2.3 Supply Chain Performance

Overall, supply chain performance (SCP) is defined as the advantages gained from
supply chain operations’ efficiency and adaptability in an ever-changing environment
[24]. It measures how well a company’s supply chain meets the expectations of its
customers in terms of product obtainability, while also keeping “costs” to a minimum.
[25]. SCP and its precursors have been extensively studied in the past. In order to
succeed in business and the marketplace, organizations must have strong supply chain
resilience. According to [26], SCP includes resource efficiency, output effectiveness,
and adaptability performance at the organizational level (agility). Customer’s value,
such as quality, pricing, and delivery time, can be created more efficiently, effectively,
and quickly; supply chain performance (SCP) can continue to create value in a chaotic
and uncertain environment [24].

2.4 The Moderation of Supply Chain Dynamism

Supply chains are becoming more dynamic, [7] Supply chain dynamism is defined
as the use of the transformative pace of change in goods and supply chain processes
in business conditions and technology. SC working in a dynamism environment
face many “internal and external” challenges that reduce their effectiveness, which
requires a continuous flow of information [27].

Based on [28], three indicators can be used to assess dynamic supply chains: the
income generated from goods and services, the speed of process innovation, and the
level of product innovation. According to [29], organizations must have a complete
comprehension of the breadth of supply chain dynamism in order to create more
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resilient methods and improve supply chain performance. OIPT advocates for how
supply chain dynamics affect supply chain practice and information sharing. Supply
chain dynamism boosts the efficiency of its numerous components, including[30].
Another study found that supply network dynamism positively influences Disruption
of the supply chain as well as SC resilience [27]. SC resilience, which has been
demonstrated to precede supply chain dynamism, has an impact on a firm financial
performance. The association between the integration and performance of the supply
chain was demonstrated to be mitigated by supply chain dynamics [7].

3 Conceptual Model

Performance in information processing is based on the needs and abilities of the orga-
nization, according to OIPT, which is a group of people, The relationship between
information processing skills and the consequences associated with them may be
altered by supply chain unpredictability [31]. So, supply chains need to be able to
communicate with stakeholders in a proactive way to improve visibility and trace-
ability in the supply chain. The data analytics ability is thought of as a way to
process information based on “OIPT” from the literature, with the effect on supply
chain performance being looked at [9]. According to Galbraith 1974, in theory,
organizations might choose to use “mechanistic” organizational resources instead of
information, this could help them lessen their reliance on information or improve
their ability to process information.

Importantly, according to OIPT, businesses must handle information with rising
uncertainty in order to maintain a given degree of performance. A highly necessary
organizational competency is the ability to process information in the face of risk,
volatility, and dynamism [32]. In this research, artificial intelligence is defined as
an information-processing tool that should be built from the ground up to eliminate
functioning challenges and uncertainty.

In addition, the “OIPT” says that businesses should build “ability buffers” and be
able to process data to deal with supply chain interruptions [32]. OIPT’s assump-
tions are supported by a number of different theories. According to Wamba, Al is
a resource that can be used to support higher-order capabilities like SC resilience
and SC performance [33]. OIPT theory suggests that organizations should align their
information processing capabilities with customer demand. This is what they should
do [34]. In this view, supply chain resilience may be linked to better supply chain
performance if the amount of information that can be changed matches the amount
of supply chain disruptions. We want to fill up the gaps and limits of these ideas by
offering a complete theoretical basis based on the OIPT. AL Supply Chain Resilience
and Supply Chain Performance will benefit from this background. Resilience and
its impact on supply chain performance are the focus of this research. Supply Chain
Dynamism and artificial intelligence (AI) will be used to demonstrate this (Fig. 1).
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Fig.1 Framework of study

4 Research Method

The data for this study were collected using a questionnaire, which is a quantitative
research method. The research was conducted in previous studies to determine the
factors of the current study, and these factors were determined by artificial intelli-
gence and Resilience supply chains, and they were referred to in our current study as
independent variables, the mediator variable dynamic supply chains, and the depen-
dent variable, supply chains performance. Questionnaire questions were built on
previous studies where artificial intelligence [35]. SC resilience [8, 36] and medi-
ator supply chains dynamics [35, 37]. Supply chain performance [32] and the study
population consists of 453 facilities specialized in engineering, electrical and infor-
mation technology industries based on Jordan Chamber of Industry [11]. The study
sample, based on [38], consisted of 208 managers and executives of these companies
in Jordan.

5 Data Analysis

We utilized the SmartPLS 3.3.2 version of partial least squares (PLS) modelling. In
order to evaluate the study’s premise, the researchers used a two-stage technique.
The measurement model, which includes convergent and discriminant validity, is the
first step. It will move on to testing hypotheses and making a structural model after
the validity of their claims has been proven.
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Table 1 Summary of the “factor loadings”

ITEMS | Factor loadings | Cronbach’s Alpha | Composite reliability | Average variance
extracted (AVE)

SCR1 0.761 0.899 0.926 0.716

SCR2 0.771

SCR3 0.825

SCR4 0.915

SCR5 0.942

All 0.771 0.847 0.867 0.567

Al2 0.666

Al3 0.809

Al4 0.66

SCD1 0.842 0.878 0.914 0.726

SCD2 0.832

SCD3 0.879

SCD4 0.867

SCP1 0.891 0.883 0.918 0.738

SCP2 0.849

SCP3 0.833

SCP4 0.863

For starters, convergent validity examines whether an item really measures the
latent variable it promises to [39].

The assessment of the measuring model entails the analysis of the link between
each construct and its items. The reflective measurement model investigation includes
the assessment of “indicator loading,” indicator reliability, internal consistent relia-
bility, “convergence validity”, and discriminant validity. When it comes to indicator
loading, the conventional rule of thumb is 0.708 or greater [40]. According to hair
[41], in social science research, it is common to identify weaker item loading and
delete items with low loading. Furthermore, it is permissible to consider eliminating
items with an outer loading of between “0.4 and 0.7” if doing so improves the value
of composite reliability and the average variance extracted (AVE) [41]. Table 1 shows
a summary of the “factor loadings”.

5.1 Structural Model

The structural model is tested After developing the measurement model for relia-
bility and validity. Analyzing structural models entails evaluating how effectively
the theory or ideas are empirically supported by the facts and, as a result, deciding
whether the hypothesis is empirically proven (Table 2).
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Table 2 Fronell-Larcker

A.A. A Alietal.

ITEMS Artificial intelligence Supply chain resilience Supply chains
performance

Artificial 0.756

intelligence

Supply chain 0.331 0.846

resilience

Supply chains 0.346 0.77 0.859

performance

5.2 Demographic Information of Respondents (Table 3).

Table 3 Demographic information of respondents

1. Characteristic 2. Frequency 3. Percentage
4. Gender 5. 6.

7. Male 8. 176 9. 84.6
10. Female 11.32 12. 154
13. Age 14. 15.

16. less than 27 17.10 18. 4.8
19. 27-less than 35 20.28 21.13.5
22. 35-less than 45 23.93 24.44.7
25. 45 and above 26.77 27.37.0
28. Education 29. 30.

31. Diploma 32.5 33.24
34. Undergraduate degree 35. 141 36. 67.8
37. Postgraduate degree (Master/PhD) 38. 62 39.29.8
40. Experience 41. 42.

43.. less than 10 44. 28 45.13.5
46. 10-less than 15 47.36 48.17.3
49. 15-less than 20 50.70 51.33.7
52.20-less than 25 53.58 54.27.9
55.25 and above 56. 16 57.7.7
58. Specialization 59. 60.

61. Engineering 62.152 63.73.1
64. Business Administration 65. 46 66.22.1
67. Other 68. 10 69. 4.8
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5.3 Hypotheses Testing

The PLS Algorithm function was used to examine the path coefficient in the struc-
tural model. For regression analysis, the SmartPLS 3.0 model’s path coefficient is
equivalent to the usual beta weight. From —1 to + 1, the estimated path coefficients
vary from a strong positive association to one that’s strongly negative, while a path
coefficient near to zero implies that there’s no relationship at all. It is shown in
Table 4 that the path coefficient, standard error, T-Value, P-Value and significance
level of the analysis were all tested for statistical significance (Fig. 2).

For the purpose of determining the accuracy of predictions, the findings of R2 are
shown in Table 5. The correlation coefficient (R2) for Supply Chain Performance is
0.267. These findings confirm that explanatory factors account for more than 26%
of variances.

scD2 SCD3 SCD4

L Y

4553 26668 42691 s5h045

~
SCR2 21954
34527
SCR3  4—39.415
80.875
SCR4 135.902
e Supply Chain
SCRS Resilience

Moderating Effect
1

SupphyChain
0,295 (0.000)

SCP1
Al SCP2
2l 0.253 {0.000) HerE
~
A3 — Supply Chains sCpa
Performance
Al
Artificial
Al Intelligence

Fig. 2 The results of the structural model

Table 4 PLS-SEM path coefficients results

Hypo | Relationships Std. beta | Std. error | T-value | P-values | Decision
H1 Artificial Intelligence — Supply | 0.253 0.036 6.988 |0.000 Supported
chains performance

H2 | Moderating effect — Supply 0.295 0.048 6.172 | 0.000 Supported
chains performance

H3 Supply chain dynamic — Supply |0.313 0.056 5.576 | 0.000 Supported
chains performance

H4 Supply chain resilience — Supply | 0.587 0.065 9.03 0.000 Supported
chains performance




26 A.A A Alietal.

Table 5 R? adjusted
Variable R? R? Adjusted

Supply chains performance 0.267 0.256

6 Discussion and Conclusion

This study answers many calls made by many studies to examine the relationship
between artificial intelligence and supply chain performance, and it is clear from
previous studies that the Moderator supply chain dynamism has an important role in
promoting supply chains resilience, which is reflected in the supply chains perfor-
mance, and the study identified the relevant characteristics Among the variables
using the theory (OPIT), and according to this study, companies that deal with infor-
mation and in an increasing degree of uncertainty must maintain a certain degree
of performance. On the supply chain performance, this illustrates the importance of
supply chains resilience in those companies, where Resilience incorporate work func-
tions reduces the degree of uncertainty and enhances performance, and based on the
results of the analysis, there is no direct relationship between the Moderator Supply
Chain dynamism and artificial Intelligence, and these results agreed with the study
[2] and a study [35]. Hence, companies may need to consider a correct supervisory
approach to ensure that the applications of smart The study recommends conducting
more research to understand the impact of artificial intelligence on the supply chain
performance in companies.

However, there are several caveats that must be taken into account when making
inferences from this study’s results. When answering certain survey questions, survey
takers may not know exactly what information is needed. It does open the door to
further investigation into the link between Al and supply chain performance, partic-
ularly in terms of the moderator effects that affect the dynamic nature of the supply
chain. It will be important to know to see whether the answers of this study can
be applied to other nations, given this research only attentive on Jordanian engi-
neering, power, and information technology enterprises. It is possible to undertake
comparable research in other sectors such as relief organizations in order to boost
the generalizability of the present study because of the limited sample size.
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Abstract The prevalence of the COVID-19 pandemic and the impact of lockdown
initiatives to curb the spread of the disease have had a significant effect on daily
human activities and the global economy in general, and the operations of the banking
sector in particular. Few studies have been carried out on the factors that affect the
acceptance of mobile banking especially during and after the COVID-19 pandemic.
Thus, the aim of this current research is to identify the drivers of mobile banking usage
intention among banking customers in Palestine during the current pandemic. For
this purpose, a total of 290 people were surveyed using an electronic questionnaire.
The study’s conceptual model was analyzed using structural equation modeling.
The findings showed that Attitude significantly affects intention, the intention was
revealed to significantly affect adoption, PBC significantly affects intention, PEOU
does not affect attitude, PR was also found to have no significant effect on intention,
PU significantly affects attitude as well as intention, PEOU significantly affects PU,
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SN significantly affects intention, and finally, trust was revealed to significantly affect
intention.

Keywords COVID-19 pandemic + Mobile banking - Consumer behavior

1 Introduction

People’s daily activities have been substantially transformed with the advent of
mobile devices, most notably in relation to doing financial transactions. In recent
years, there is an upward trend in mobile banking usage in various industries.
WorldPay reported that mobile banking makes up 22% of the 2019 global points
of sale spending, which is expected to rise further to 29.6% in 2023 (Worldpay,
Global Payments Reports). Studies such as that of [1] had examined the intention of
users to adopt mobile banking in various contexts. Yet, there remains a lack of vari-
ation in the determinants and theoretical proof from various standpoints particularly
in the context of a pandemic [2].

COVID-19 first emerged in December 2019 when 66,243,918 cases were
confirmed worldwide along with 1,528,984 deaths [55]. Owing to the disease’s
high transmission rate, the WHO had declared it a global pandemic and issued
recommendations for social distancing measures to reduce human contact [3, 4].

The prevalence of the pandemic and the impact of the lockdown initiatives to
curb the spread of the disease have had a significant effect on daily human activities
and the global economy in general, and the operations of the banking sector in
particular. In response, governments worldwide had offered public guarantees on
bank loans and ratified moratoriums to facilitate clients that are short of liquidity. In
terms of the banking sector, usage of digital channels and digital payment methods
began to intensify thus changing consumer behaviour along with the easing of a
number of regulatory and supervisory condition [5]. But such shifts also come with
various challenges including impacts on operational resilience and a higher rate of
non-performing loans.

The shift in consumer behaviour and how businesses are run due to the pandemic
has become a major concern for companies and financial industries worldwide. Not
only do they have to take short-term actions to accommodate the changes, they also
have to formulate medium- and long-term strategies to ensure future sustainability.

The Palestinian retail banking sector also feels the pinch of the shift in consumer
behaviour due to the pandemic. The nation’s retail banking consumers had no other
choice but to shift to using digital channels. The findings of this study justify the
usage of the Technology Acceptance Model (TAM). This study assumes that banking
customers in Palestine will likely adopt mobile banking services due to the various
uncertainties and trepidations caused by the current global pandemic.

Few studies have been carried out on the acceptance of mobile banking in devel-
oping countries especially in Palestine during and after the COVID 19 pandemic.
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Therefore, this study attempts to reinvestigate the factors that affect the acceptance
of mobile banking by the customers during and after COVID 19 pandemic.

2 Background and Hypothesis Development

The lockdown and social distancing orders that had been established to curb the
coronavirus from spreading had directly resulted in an increase in online activities.
In the context of Palestine, [6] highlighted the major shift to online shopping while
predicting that pre-pandemic norms are unlikely to make a comeback. In this light,
current business banking models will be greatly affected particularly in terms of the
distribution channels [7].

To predict the impact of the pandemic on the behaviour of banking consumers in
terms of their acceptance and utilization of mobile banking services, this study begins
by discussing the evolution of technology. Numerous companies in various fields have
invested in technology as a means for gaining competitive advantage [8]. Today, most
organizations and individuals prefer to use digital technology [9]. There is increased
business competition in today’s globalized era with more confidential data being
transmitted via online channels [4, 10]. The greater the usage of digital banking
technology, the more digital channels are being used for disseminating product and
service information as well as for socializing [11].

Consumer behaviour with regards to technology acceptance and usage can be
explicated via the Theory of Reasoned Action (TRA), the Theory of Planned
Behaviour (TPB) and the Technology Acceptance Model (TAM). Fishbein and
(Fishbein) introduced the TRA which asserts that intention significantly determines
behaviour [12]. Attitude as mediated by subjective norms will also affect behaviour.
Apart from that, the model also highlights the significance of cognition, affect and
conation in influencing behavior [12].

The TAM is an extension of the TRA, developed to model information technology
adoption by users [13]. The model incorporates the constructs of perceived usefulness
and perceived ease of use for predicting usage behavioral intention. According to
Davis [13], perceived usefulness entails the degree of one’s belief that the usage of
a certain system will boost his/her performance. Meanwhile, perceived ease of use
entails the degree of one’s belief that the usage of a given system will only need
minimal effort. The user will develop the intention to use the system repeatedly once
its usefulness and ease of use are established [14]. If not, they will opt for another
system that fulfills those necessities. A system is considered useful when it does
not require too much time to understand and navigate. Hence, perceived ease of use
positively affects perceived usefulness as proven by a number studies such as that of
[15].

Meanwhile, the TPB predicts and explains human behavior in relation to the
usage of information technology [16]. This theory asserts that actual behavior is
determined by intention, of which is affected by the factors of attitude, subjective
norms, and perceived behavioral control. Behavioral intention measures the extent



32 B. Eneizan et al.

of an individual’s disposition to conduct a given activity. The person’s attitude (A)
describes his/her assessment of the said action. In addition, attitude directly affects
the depth of the action and its perceived consequence. Subjective norm (SN) refers to
the social or organizational pressure put upon the person to conduct the said action.
According to Shaikh and Karjaluoto [17], SN significantly affects mobile banking
usage hence making it a major determinant of mobile banking adoption [18].

Trust (TR) has been indicated as a factor in driving user intention to use a certain
technology [18, 19]. This has been linked to the substantial unpredictability of e-
banking services and the high-risk nature of financial services [20].

When a person feels worried, concerned, uncomfortable, uncertain and cogni-
tively conflicted about using e-payment channels, they will hence refrain from doing
so. According to Aldammagh et al. [6], e-payments in financial business such as
the E-PaySIMTM E-payment are under the governance of Bank Negara. Trust and
perceived risk significantly affect consumers’ evaluation of their relationship with a
certain bank [21]. In light of this, the current study incorporates both the aforesaid
constructs into its research model.

The extended TAM is a combination of the original TAM and the TPB i.e., with
the integration of the constructs of trust and perceived risk. Quan et al., [22] found
that a combined TAM and TPB model is suitable for evaluating the intention and
adoption of mobile service. Both the TAM and TPB are commonly employed for
exploring IT and e-service usage [23]. However, both have not been able to provide
consistent evidence in predicting behaviours [23]. Hence, many studies are now
merging the two models in investigating IT and e-service adoption. The integrated
model has been proven to have greater exploratory capability [24]. As this current
research concentrates on mobile banking adoption, the incorporation of the TAM and
the TPB must be comprehensive enough to be able to predict the users’ behavioral
intention to adopt mobile banking.

2.1 Perceived Usefulness

For this current study, perceived usefulness entails the extent of the customer’s belief
that mobile banking usage will boost the performance of his/her banking activity
[24]. Perceived usefulness has been indicated to positively affect the intention and
attitude to adopt mobile banking [25]. Other studies had documented the significant
positive effect of perceived usefulness on the attitude and intention to use mobile
banking [26]. Apart from that, perceived usefulness has also been shown to mediate
the relationship between attitude and intention. Thus, the higher the perception of
the usefulness of mobile banking, the more likely for a customer to use the system.
In light of the discussions above, this current study develops the hypothesis below:

H1: Perceived usefulness significantly affects mobile banking intention in the backdrop of
the COVID-19 pandemic.

H2: Perceived usefulness significantly affects mobile banking attitude in the backdrop of the
COVID-19 pandemic.
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2.2 Perceived Ease of Use

Perceived ease of use entails the extent of the customer’s belief that mobile banking
usage would be free from effort [6]. This construct has been identified as a major
determinant driving the intention to adopt the new technology [27]. Several studies
had indicated this construct’s effect on mobile banking intention, Kaur and Malik
[28] asserted that this construct can boost the intention to conduct various mobile
banking transactions. Mobile banking users prefer mobile banking menus that are
simple, memorable, and functional to their needs [25]. In light of all the above, this
study develops the hypothesis below:

H3: Perceived ease of use significantly affects mobile banking attitude in the backdrop of
the COVID-19 pandemic.

Perceived ease of use positively affects perceived usefulness as proven by a
number studies such as that of [29].

H4: Perceived ease of use significantly affects usefulness of mobile banking.

2.3 Attitude and Behavioral Intention

The construct of attitude has been indicated to pose a direct and significant effect on
the behavioral intention to adopt an e-business service [8]. Cudjoe et al. [30] revealed
that attitude poses a positive effect on the behavioral intention of customers to shop
online. Meanwhile, Aboelmaged and Gebba [31] explored the effect of attitude on
wireless technology adoption. Shaikh and Karjaluoto [17] proved the significant
correlation between attitude and mobile banking usage intention. In light of all the
above, this study developed the hypothesis below:

HS: Attitude positively affects mobile banking intention during the COVID-19 pandemic.

2.4 Subjective Norms and Behavioral Intention

This construct refers to the normative social belief which drives a person to conduct a
given behavior. Such social pressure comes from people whom the person deems as
important (Fishbein). According to Van et al. [32], social pressure significantly drives
internet usage. [33] highlighted subjective norms as a factor influencing individual
attitude. Marinkovic and Kalinic [34] also revealed that this construct drives internet
banking usage intention. In light of all the above, this current study develops the
hypothesis below:

H6: Subjective norm significantly affects mobile banking intention in the backdrop of the
COVID-19 pandemic.
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2.5 Perceived Behavioral Control and Behavioral Intention

This construct refers to people’s degree of perception regarding their capability of
performing a certain behavior. People would be more willing to perform a certain
behavior of which they can control, and vice versa. Hence, a person who perceives
him/herself to be adequately competent in performing a given behavior would have
a higher intention of actually doing so.

This construct has been indicated as a major determinant of technology usage
intention [34, 35]. An individual with a high perception of his/her capability to use
an e-business system will also show a higher inclination to actually use the system.
According to Luo et al. [36], one’s perceived behavioral control drives one’s intention
to engage in online activities. In light of all the above, this current study develops
the hypothesis below:

H7: Perceived behavior control significantly drives mobile banking intention in the backdrop
of the COVID-19 pandemic.

2.6 Trust and Behavioral Intention

This construct refers to the user’s confidence in a given mobile banking system’s capa-
bility to deliver its promised services [37]. Trust significantly elevates the customer’s
confidence that his/her needs will be fulfilled [38, 39]. Trust also minimizes the risk
of bank-customer conflict [40]. Trust and risk come hand-in-hand when making
decisions. A poorly developed technology results in higher risks and lower customer
satisfaction, and eventually lower intention to use the said technology. Based on all
the above, this current study develops the hypothesis below:

HS: Trust significantly affects mobile banking intention in the backdrop of the COVID-19
pandemic.

2.7 Perceived Risk of COVID-19 and Behavioral Intention

According to Bauer [41], this construct affects the behavioral intention of customers
to make a purchase. The construct has also been indicated to significantly affect tech-
nology usage intention [42]. With regards to digital payments, privacy and security
risks have been identified by many studies as the main risk affecting mobile payment
usage intention [43]. So far, scarce research had been conducted on the effect of
‘disease risk’ on digital payment usage intention. The COVID-19 pandemic had
hindered the usage of physical money among consumers in Malaysia and Indonesia
[44], but boosted the usage of e-wallets instead. The usage of mobile payment chan-
nels has also been identified as a preventive measure against the spread of the disease
[45] as recommended by the WHO which encourages people to make contactless



Acceptance of Mobile Banking in the Era of COVID-19 35

[

PU Attitade
PEC
PEOU

A

Subjective Norms Intention —» Adoption

o

Trust

Perceived Risk of
COVID 19

l

Fig. 1 The conceptual framework

payments in view of the current pandemic [46]. In light of all the above, this current
study develops the hypothesis below:

HO: Perceived risk of covid 19 significantly affects mobile banking intention in the backdrop
of the COVID-19 pandemic.

2.8 Intention and Actual Adoption

The TPB predicts and explains human behavior in relation to the usage of information
technology [16]. This theory asserts that actual behavior is determined by intention, of
whichs affected by the factors of attitude, subjective norms, and perceived behavioral
control. In light of all the above, this current study develops the hypothesis below:

H10: Behavioral intention significantly affects mobile banking actual adoption in the
backdrop of the COVID-19 pandemic (Fig. 1).

3 Methodology

This study is quantitative in nature. The needed data was collected using close-
ended questionnaires distributed to 290 respondents, with questions regarding the
previously discussed constructs. Relevant statistical tools were used to determine
the questionnaire’s reliability and validity. The measurement of the items in the
questionnaire was done using a 5-point Likert scale whereby 1 = strongly disagree
and 5 = strongly agree.

Random sampling was applied in this study. 310 questionnaire was distributed
among banks customers in Palestine. 290 questionnaire was received and valid. The
unit of analysis was the banks customer who familiar with mobile banking.

Data analysis was performed using PLS-SEM, specifically Smart PLS 3 [47]. This
is a variance-based structural equation modeling technique which aids the analysis
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of complex models with multiple relationships. Its aim is to predict and test the
developed hypotheses, and eventually provide empirical proof of the findings.

4 The Instrument of the Study

The items of COVID 19 risk were adopted from [48], the items of attitude and
intention were adopted from [49], the items of ease of use, usefulness, and trust were
adopted from [50], the items of perceived behavioral control were adopted from
[51], and the items of subjective Norms were adopted from [52], the items of actual
adoption were adopted from [52].

5 Results and Analysis

The gathered data was analysed utilizing the partial least squares (PLS) modeling
i.e. Smart PLS version 3.3.2. There were two stages involved in the hypothesis
testing, beginning with the assessment of the measurement model and subsequently
the structural model. The measurement model assessment entails determining the
con-vergent and discriminant validity. Convergent validity confirms whether an item
is measuring the latent variable that it is supposed to measure [53]. This involves
the measurements of: i) the loadings which must be higher than 0.7, ii) the average
variance extracted (AVE) which must be higher than 0.5, and iii) the compo-site
reliability (CR) which must be higher than 0.7. As shown in Table 1 below, all the

Table 1 Convergent validity

Construct Item Loading CR AVE

Adoption AD1 0.923 0.944 0.850
AD2 0.924
AD3 0.920

Attitude AT1 0.957 0.970 0914
AT2 0.955
AT3 0.957

Intention IN1 0.897 0.915 0.783
IN2 0.882
IN3 0.875

Perceived behavioral control PBC1 0.885 0.903 0.699
PBC2 0.822

(continued)
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Construct Item Loading CR AVE
PBC3 0.826
PBC4 0.809

Perceived ease of use PEOU1 0.940 0.935 0.827
PEOU2 0918
PEOU3 0.869

Perceived risk PR1 0.903 0.942 0.844
PR2 0.939
PR3 0914

Perceived usefulness PU1 0.849 0.916 0.784
PU2 0.859
PU3 0.945

Subjective norms SN1 0.819 0.891 0.672
SN2 0.823
SN3 0.840
SN4 0.795

Trust TRS1 0.829 0.890 0.669
TRS2 0.816
TRS3 0.794
TRS4 0.831

loadings, AVE and CR values are greater than the set thresholds suggested by [53].
Hence, convergent validity is confirmed for this research.

As proposed by [54], the AVE square root for each one of the constructs must be
higher than their correlation coefficient to confirm discriminant validity. As shown
in Table 2 below, this condition has been fulfilled.

Table 2 Discriminant validity

ATT | Adoption |Intention |PBC |PEOU |PR PU SN Trust
ATT 0.956
Adoption |0.311 |0.922
Intention | 0.443 | 0.306 0.885
PBC 0.280 |0.255 0.455 0.836
PEOU 0.151 |0.111 0.364 0.064 |0.909
PR 0.192 |0.197 0.271 0.075 |0.157 |0.919
PU 0.384 |0.323 0.809 0.398 [0.293 |0.234 |0.886
SN 0.268 |0.162 0415 0.434 [0.099 [0.021 |0.354 |0.820
Trust 0.287 |0.204 0.511 0.320 |0.164 |0.226 |0.404 |0.330 |0.818
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Table 3 Relationships results

Original | Sample | Standard | T Statistics P Result

sample mean deviation | (IO/STDEVI) | values

©O) M) (STDEV)
ATT — Intention 0.099 0.098 0.035 2.846 0.005 | Accepted
Intention — Adoption | 0.306 0.311 0.055 5.588 0.000 | Accepted
PBC — Intention 0.089 0.093 0.036 2.455 0.014 | Accepted
PEOU — ATT 0.043 0.042 0.055 0.772 0.440 | Rejected
PR — Intention 0.060 0.060 0.033 1.836 0.067 | Rejected
PU — ATT 0.371 0.374 0.051 7.221 0.000 | Accepted
PU — Intention 0.631 0.629 0.032 19.537 0.000 | Accepted
PEOU — PU 0.293 0.298 0.055 5.354 0.000 | Accepted
SN — Intention 0.072 0.072 0.032 2.269 0.024 | Accepted
Trust — Intention 0.161 0.162 0.034 4.676 0.000 | Accepted

6 Structural Model

Bootstrapping was also carried out to determine the p-values. Table 3 below shows
the findings for the hypotheses testing i.e. attitude significantly affects intention as
p < 0.005; intention significantly affects adoption as p < 0.000; PBC significantly
affects intention as p < 0.014; PEOU significantly affects attitude as p < 0.772; PR
has no significant effect on intention as p < 0.067; PU significantly affects attitude as
p < 0.000; PU has a significant effect on intention as p < 0.000; PEOU significantly
affects PU as p < 0.000; SN significantly affects intention as p < 0.024, and trust
significantly affects intention as p < 0.000.

7 Discussion, Conclusion, Recommendations,
and Implications

This current study primarily aims to predict mobile banking usage intention using
the integrated model of TAM and TPB, which incorporates the constructs of trust and
perceived risk of COVID 19. It was found that attitude significantly affects intention
(p < 0.005), which is in line with the result of [24]. Thus, the first hypothesis is
accepted i.e. attitude positively affects intention. Next, intention was revealed to
significantly affect adoption (p < 0.000). PBC significantly affects intention (p <
0.014), which is agreed by [41] in regards to online adoption. Meanwhile, PEOU
does not affect attitude (p < 0.772).PR was also found to have no significant effect on
intention (p < 0.067). PU significantly affects attitude (p < 0.000) as well as intention
(p < 0.000), which is in line with the finding of [56]. Likewise, PEOU significantly
affects PU (p < 0.000), which is corroborated by the finding of [32], in the context of
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online technology usage. Next, SN significantly affects intention (p < 0.024), which
is in line with the results of [17, 29] in the context of mobile banking usage intention.
Finally, trust was revealed to significantly affect intention (p < 0.000), which is in
agreement with the assertion of [15, 20] who proved the significant roles of trust
and perceived credibility in driving mobile banking usage among bank customers in
Iran.

The current study intends to determine the drivers of mobile banking usage inten-
tion among bank customers in Palestine. Towards that end, the study applies the TPB
(ATT, PBC, SNs) and extends it by incorporating the construct of Trust (PT). As
identified in past literature [40], PT significantly affects intention. In light of this
finding, banks are recommended to focus on ways to improve customer trust such
as by establishing a trademark that signifies trustworthiness, improving the proof of
security for the mobile application, and boosting service quality. Such measures may
lead to the attainment of new customers and retention of current ones. In addition,
the study also demonstrated that SN negatively affects the intention of customers to
adopt mobile banking, as Palestinians tend to stay true to their culture. Future studies
may want to examine this construct and identify the factors influencing it. As the
current findings are only applicable for the Palestinian banking sector, future studies
should explore trust in affecting intention in the context of other sectors and nations
to enable the generalizability of the findings.

The current study contributes to the literature on mobile banking technology
acceptance by investigating the effect of usefulness, ease of use, attitude, Perceived
Behavioral Control, Subjective Norms, perceived risk of covid 19, trust on the inten-
tion to use the mobile banking in Palestine. On the other hand, the current study
combined TAM and TPB model for evaluating the intention and adoption of mobile
service [22].

The practical implications of the current study, the bank mangers in Palestine may
use the results of the current study to enhance the acceptance of mobile banking by
the customers. On the other hand, the benefit of using the mobile banking technology
is reducing the cost on the bank by encourage the customers dealing with the tech-
nology rather than the human. Finally, bank mangers seek to enhance the customers
satisfaction, therefore, providing a new technology to the customers will help the
mangers to enhance the satisfaction of customers towards the banks.
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Comparing Accuracy Between SVM, )
Random Forest, K-NN Text Classifier ezt
Algorithms for Detecting Syntactic

Ambiguity in Software Requirements

Khin Hayman Oo

Abstract Software requirements are ambiguous due to the ambiguity of natural
language in general. The ambiguity of the requirements leads to software devel-
opment errors. As a result, a multitude of approaches and techniques for detecting
ambiguity in software requirements have emerged. This study used three supervised
ML algorithms that used Bag-of-Words features to detect grammatical ambiguity
in software requirements: support vector machine (SVM), random forest (RF), and
k-nearest neighbours (KNN). RF had the highest accuracy of 86.66%, followed by
SVM (80%) and KNN (70%).

Keywords SVM - Random forest - KNN - Bags-of-words

1 Introduction

Requirements engineering is the process of gathering, analysing, specifying and
validating user requirements. Software requirements are gathered with both func-
tional and non-functional requirements constructed into a document called “soft-
ware requirements specification” (SRS) [11, 17]. The majority of SRSs are written
in natural language, which is inherently ambiguous [8, 12, 22]. There are four main
types of ambiguities commonly found in SRS: lexical, syntactic, semantic and prag-
matic [3, 8, 27]. Lexical ambiguity occurs when a word can be translated in multiple
ways. Syntactic ambiguity occurs when a sentence may be translated in multiple
ways due to ambiguous sentence structure and grammar. Semantic ambiguity occurs
when there is more than one interpretation of a given context of a sentence. Pragmatic
ambiguity occurs when a sentence has a lot of meanings in the context where it is
stated [12]. This study focuses on detecting syntactic ambiguities in SRS because
most ambiguities in requirements are found to be syntactic in nature due to multiple
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ambiguous words in requirements documents [12], while other types of ambiguities
focus on the meaning of the sentence.

There are three approaches for detecting ambiguities in SRS: manual, semi-
automatic using natural language processing (NLP) techniques and semi-automatic
using machine learning (ML) algorithms [18]. In previous study, we compared the
accuracy of ML approaches to detecting syntactic ambiguity in SRS, such as naive
Bayes (NB), support vector machines (SVM), random forest (RF) and k-nearest
neighbours (KNN) algorithms, with manual approaches [19]. The results show that
the NB text classifier detects syntactic ambiguities in SRS more accurately (77%)
than manual approaches (50%) and in less time. Hence, this research has further inves-
tigated to detect syntactic ambiguity in software requirements using other machine
learning techniques like SVM, Random Forest and KNN and comparing the accuracy
result between them. The details explanation of SVM, Random Forest and KNN are
described in below related work section.

2 Related Work

Text classification is the process of categorising data based on training data. There
are three approaches to text classification: supervised, unsupervised and semi-
supervised. In the supervised technique, all training data is manually labelled based
on expert knowledge and the text classifier algorithm predicts the output based on the
training data. In the unsupervised technique, all training data is unlabelled and the
text classifier algorithm predicts output based on the inherent structure of the training
data. Semi-supervised techniques combine supervised and unsupervised techniques,
which means that some data are labelled while others are not [23, 26]. The three
supervised ML algorithms investigated in this study are SVM, RF and KNN.

2.1 Support Vector Machine Text Classifier Algorithm

The SVM model employs POS tagging to label every element in the corpus as a word.
SVM then assigns weight to the corpus. The weight is compared to the threshold
value. An error is detected if the weight is either too large or too difficult to identify
using SVM [16]. As a supervised learning method, SVM needs training and testing
data sets. The training data of features vector X; € R with label y; € {+1, —1}
are mapped into a high-dimensional space by a nonlinear function ¢ (x), but linear
separated them. Equation 1 is formulated to solve quadratic programming problems
and supports the separation of the optimal hyperplane.
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Equation 1 can be represented a 0 < o; < C 888 (1 <i <), Zézlai.y,‘ =0,
where K(Xi, Xj) is the inner product of the nonlinear function or kernel function
K(Xi, Xj) = ¢(X;).$(X;) and C is the constant that controls the training errors and
becomes the upper bound of «;. For a testing example, x is used and y is the label
decided by summing the inner product of the testing example. The training example
is weighted by «; as follows:

1
y=sgn(Y,_ i v K, @)

where b is a threshold value. SVM assigns a weight «; to each training example.
Errors are detected when the weights for the testing example are too large or too
difficult for the SVM classifier to identify.

An SVM text classification model was developed to classify Indonesian textual
information on the web for tropical diseases such as dengue fever, malaria and bird flu,
which have become epidemics in Indonesia [29]. The researchers used the proposed
model for web mining since it is the best hyperplane in input space called the “struc-
tural minimization principle” from statistical learning theory. Users can avoid the
dimensionality problem by downloading spatiotemporal information about tropical
diseases extracted by the SVM from the internet. The classifier was created in the
Indonesia language and the words were tokenized to segment them. The sentences
were lemmatized or stemmed to convert the tokens to a standard form. The redundant
words in each category, such as names, places and foreign words, were then removed.
The words were labelled with numbers or indexing, such that words with the same
root were labelled with the same number. As a result of indexing, the number of
distinct words was reduced from over 11,000 to 3713. The accuracy of the SVM
classifier was compared to that of the NB, KNN and C4.5 Decision Tree classifiers.
It was found that SVM achieved the highest accuracy of 92.5%, followed by NB
(90%), C4.5 Decision Tree (77.5%) and KNN (49.17%) [29].

The SVM text classification model was used to classify input text data into one of
two groups [25]. There are two stages in text classification: training and classification.
The training process is conducted using a supervised learning method, with the first
set of training data (text) and the second set of data labels. When the training process
is completed, users can test any new input text to classify text data based on the
training data to complete the classification process. In the future, the researchers
plan to use the SVM text classification model to classify more than two classes [25].

SVM, neural networks and KNN were used to predict students at risk based on
a survey of 800 students. The accuracy, sensitivity and specificity of the models
were assessed. SVM achieved the highest accuracy of 86.7%, while neural networks
outperformed SVM and KNN in terms of sensitivity. All three models performed
well in terms of specificity. This study can help educators identify at-risk students
early on [28].
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2.2 Random Forest Text Classifier Algorithm

The hyperparameters of RF are the same as those of a decision tree or a bagging
classifier. RF comprises multiple individual trees. Each tree votes on an overall
classification for the given set of data, and the classification with the most votes is
chosen by RF. Each decision is built from a random subset of the training dataset [13].
The decision tree algorithm also advanced the search from a general to a specific
search for a feature by adding the most useful features to a tree structure. In the
learned decision tree process, each feature is selected during the search process,
which is signified by a node, and each node represents a selective point between
numbers of unlike possible values for a feature. This process is repeated until a
decision tree can account for all training examples [21]. RF selects observations and
features at random to build several decision trees before averaging the results [6].
The RF algorithm text classifier can be represented as follows [14]:

10) = argmaxc(Y Torc) 3

where [ is the indicator function and #,, is the n-th tree of the RF. RF has an internal
mechanism for estimating generalisation errors, also known as out-of-bags (OOB)
errors. In the bootstrap sample, two-thirds of the original data cases are used to
build each tree, while one-third of the OOB data instances are classified from the
constructed tree and tested for performance. The OOB error estimate is the averaged
prediction error for each training case y using only trees that do not include y in their
bootstrap sample. The training data sets are then placed in each tree for computing
the proximity matrix between training data based on the pairs of cases that end up in
the same terminal node of a tree for the RF construction.

A feature weighting method was developed using an RF classifier called the
weighting tree RF (WTRF) to reduce error in large data sets and compare it to
Breiman’s RF (BRF) and tree RF (TRF) [30]. The classification performance of
WTRF was compared to that of other ML algorithms, including SVM, NB, decision
trees and KNN. Based on the findings, WTRF reduces more errors than TRF and
BRE, and it outperforms other ML algorithms in text classification [30].

The RF algorithm was used for text classification, with six authentic text data sets
chosen for their diversity in terms of the number of features, data volume and number
of classes [32]. Their dimensions range from 2000 to 8460, the number of documents
ranges from 918 to 18,772, and the minority category rate ranges from 0.32 to 6.43%.
Fbis, Re0, Rel, Oh5, and Wapdatasets were also used as classification data sets, and
[9] pre-processed them successfully. The documents were classified using the RF
algorithm with the new feature weighting method and the tree selection method to
categorise text documents. The researchers were able to reduce generalisation errors
and improve classification performance by employing the RF algorithm. This study
shows that RF algorithm could classify large datasets in various applications [32].
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Supervised ML text classification algorithms were used to detect ambiguities in
SRS written in the Malay language. The algorithm contains two main steps: docu-
ment collection and text processing. In document collection, four SRSs written in the
Malay language were collected and processed, including data labelling (ambiguous
or non-ambiguous) and data cleansing (removing tables and irrelevant parts of docu-
ments). Text processing involves expected output activity that includes classifica-
tion features and labels using a dictionary. Text classification consists of two parts:
univariate analysis and classification algorithm selection. The predictive power of
predictors (feature words from the data sets) was measured and used to assess classifi-
cation performance in univariate analysis using WEKA. The classification algorithms
tested are OneR, NB, logistic regression, KNN, decision table, decision stump, J84,
RF and random tree. RF achieved the highest accuracy of 89.67% in identifying
ambiguous requirements in the Malay language, followed by random tree (80.89%),
J48 (82.67%), logistic regression (80.94%), NB (80.22%), decision table (78.06%),
oneR (78.06%), decision stump (77.17%) and KNN (71.89%) [20].

The mining of student information system records was used to investigate
academic performance prediction at a private university in the United Arab Emirates
[24]. The RF algorithm was used to predict academic performance since it is the most
appropriate data mining technique. The student data sets were divided into four major
categories: demographics, past performance, course and instructor information, and
general student information. This research can assist higher education institutions
in identifying weaknesses and factors influencing students’ performance, which can
also serve as a warning sign for students’ failures and poor academic performance
[24].

2.3 K-Nearest Neighbours Text Classifier Algorithm

The KNN algorithm is a non-parametric method for classification and regression.
The input to both the classification and regression processes is the k-closest training
example in the feature space. For KNN classification, the object is classified based
on the highest vote of its neighbours, as well as the object assigned to the class most
common among its k neighbours, such that k is a positive but small integer (k = 1),
then the object was assigned to the class of the single nearest neighbour [2]. The
output of KNN regression is the object’s property value, which is calculated based
on the average of the values of its k-nearest neighbours. The KNN text classifier’s
algorithm is as follows [2]:

i (Wi x ij)

\/Zk 1(Wtk) X D e 1 Jk

where D; is the test document, D; is the training document, W;; is the weight of the
k-the element of the term vector D;, Wy is the weight of the k-th element of the term
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vector D; and m is the number of distinct terms in the documents that represent the
category.

A novel approach to automatically detect nocuous ambiguities in requirements
specifications was developed using the KNN algorithm [5]. The emphasis was on
coordinating ambiguities, which occur when a sentence contains more than one “and”
or “or” word. The data for this study came from ambiguous phrases in a corpus of
requirements specifications, as well as a collection of associated human judgments
about how they should be interpreted. In terms of detecting coordinating ambiguities,
the proposed algorithm was found to be 75% accurate.

The KNN text classifier algorithm was used to implement an automatic approach
toidentifying nocuous ambiguity in natural language software requirements [31]. The
nocuous ambiguity occurs when the same text is interpreted differently by different
readers, particularly in the case of pronouns. String-matching, grammatical, syntactic
and semantic feature sets were used to construct the training data, such as “Y if both
noun phrases (NPs) contain the same string after the removal of non-informative
words, else N7, ““ Y if both NPs contain the same headword, else N”, “Y if one NP is
the PP attachment of the other NP, else N, and so on. The completed training data set
was built on the studied human judgments and heuristics that model those judgments.
WEKA was used to put the algorithm through its paces. With a precision of 82.4% and
a recall of 74.2%, KNN outperforms other ML algorithms for identifying nocuous
ambiguity, followed by NB (73.6%), decision tree (70.39%), LogitBoost (72.09%),
and SVM (70.16%) [31].

The KNN text classifier was used to improve automatic text categorization for
Arabic text [2]. The unstemmed and stemmed data from the TREC-2002 dataset
were used to remove prefixes and suffixes. Punctuation marks, diacritics, non-letters
and stop words were removed from the Arabic text during text preprocessing, as
were words with fewer than three letters. In the first experiment with trigram, the
KNN classifier achieved the highest accuracy with 1,,,, (80%), followed by Dice
and Jaccard (77.91% each) and cosine (77.91%); while with Bag-of-Words (BoW),
cosine achieved the highest accuracy (86.09%), followed by I,,,,, (84.43%), Jaccard
(83.75%) and Dice (83.5%). In the second experiment with trigrams, cosine achieved
the highest accuracy (87.55%), followed by Jaccard (4.28%), Dice (84.02%) and
Lew,(81.73%); while with BoW, cosine achieved the highest accuracy (88.2%),
followed by Dice (87%), Jaccard (86.34%) and 1., (86.02%). In the third experi-
ment with trigrams, /,.,, achieved the highest accuracy (91%), followed by cosine
(88.5%), Jaccard and Dice (89% each); while with BoW, I,,,, achieved the highest
accuracy (92.6%), followed by cosine (88.8%), Jaccard (88.6%) and Dice (88.3%).
It was discovered that 7,,,,, outperforms cosine, Dice and Jaccard, with BoW results
outperforming trigram results [2].
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3 Methodology

This section outlines how SVM, RF and KNN were used to accomplish the research
goal. These ML algorithms are well-known for their high performance and have been
widely used for text classification (see Fig. 1).

3.1 Data Collection

Forty requirements sentences were selected from fifteen existing SRSs based on five
rules serve as training data for setting the training and testing processes of using
the ML algorithm in detecting syntactic ambiguities in SRS. Natural Language SRS
[3] and Ambiguity Handbook [7] were used to develop the five rules. As shown in
Table 1, these rules are fundamental to English grammar and aids requirements engi-
neers, practitioners and researchers avoid ambiguity when constructing requirements
statements. Sentence structure and grammar are critical in requirements documents
because the majority of ambiguities in requirements documents are syntactic in nature
as a result of multiple ambiguous words [12].

Tokenization and

N-gram
Parsing with POS
tagging

[applying Bag of WordsJ

!

4[ Classification }—l
¥ l

Support Vector K-Nearest
[ Machine ] [R""dc‘m Forest J [ Neighbour J

Analysis of Results

Fig. 1 The process of the supervised ML algorithm
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Table 1 Syntactic ambiguity rules

K. H. Oo

Rule Rule name Description Example Remarks

Rule 1 | Coordinating More than one Sentence 1: “The user In Sentence 1, both
Conjunction conjunction “and” | shall be able to register | ‘“and” and “or” are
Ambiguity or “or” is used in | for an account by used, resulting in

a sentence entering their full name | Rule 1 ambiguity
and email address or
password.”

Rule 2 | Multiple Occur when more | Sentence 2: “The store | In Sentence 2,
Sentences than one subject | manager selects a more than one
Ambiguity or main verb is product item and main verbs

used in a sentence | changes its sales price.” | “selects” and
“changes” are
used, resulting in
Rule 2 ambiguity

Rule 3 | Referential Occurs when “it” | Sentence 3: “The user | In Sentence 3, the
Ambiguity and “they” can may access the system pronoun “they” is
(pronoun in a refer to more than | whenever they desire.” | used, resulting in
single sentence) | one element Rule 3 ambiguity.

(Other examples of
pronouns: it, they.
them, their, those)

Rule 4 | Quantification Scope ambiguity | Sentence 4: “All data in | In Sentence 4, “all”
Ambiguity occurs when two | the system database will | is used, resulting in

quantifiers can be backed up every 24 h | Rule 4 ambiguity.

express the same | and the backup copies The words all,

scope over each | are stored in a secure each and every can

other in various location which is not in | be substituted for

ways the same building as the | one another
system.”

Rule 5 | Subjective Occurs when a Sentence 5: “Users In Sentence 5, the
Sentences sentence should be able to display | adverb “currently”
Ambiguity expresses a who is currently on is used, resulting in

personal opinion
or feeling. In
other words, a
sentence that
contains either
“adjective” and
“adverb” or “as
adjective as”

”»

leave using date.
Sentence 6: "Software
tasks should be as
synchronous as

possible."”

Rule 5 ambiguity
In Sentence 6, The
phrase "as
synchronous as",
which is in the
form of "as
adjective as,"
resulting in Rule 5
ambiguity

3.2 Tokenization and n-gram Representation

Tokenization is a method of segmenting each word in a text-based data set. An n-
gram is a frame of length n that moves over a consecutive sequence of tokens in a
text. The n-gram of size one is called a “unigram”, the n-gram of size two is called
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Table 2 n-gram representation
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n-gram Example Remarks

Unigram The Icashier | andl the Icustomer! try Rule 1 and Rule 2 cannot be applied
lagain Rule 3, Rule 4 and Rule 5 can be applied

Bigram The cashier | and thel and again | the Rule 1 and Rule 2 cannot be applied
customerl| customer tryl try againl again | Rule 3, Rule 4 and Rule 5 can be applied
and

Trigram The cashier and | cashier and the | and | Rule 1 and Rule 2, cannot be applied
the customer| the customer tryl Rule 3, Rule 4 and Rule 5 can be applied
customer try again | try again and
lagain and again

Quadrigram | The cashier and thel cashier and the Rule 1 and Rule 2 cannot be applied
customer | and the customer try | the Rule 3, Rule 4 and Rule 5 can be applied
customer try again lcustomer try again
and Itry again and again

5-g The cashier and the customerl cashier | Rule 1 and Rule 2 cannot be applied
and the customer tryl and the customer | Rule 3, Rule 4 and Rule 5 can be applied
tries again | the customer tries again
andl customer tries again and again

6-g The cashier and the customer tryl Rule 1, Rule 2, Rule 3, Rule 4 and Rule

cashier and the customer try againl and
the customer try again and Ithe
customer try again and again

5 can all be applied

a "bigram," the n-gram of size three is called a "trigram," the n-gram of size four is
called a "quadrigram" and the n-gram of size five or higher is called an “n-gram”
[33]. Table 2 lists the description of n-gram. Many studies on text processing have
used bigram up to 5-g [4, 10, 15]. In our study, we used 6-g because the sentences
were long enough to capture the rules. See Table 2 for a remark on applying rules in

n-grams.

3.3 Part-Of-Speech Tagging

After implementing 6-g on the sentences, each word is tagged using part-of-speech
(POS) tagging. POS tagging has been used in many natural language processing tasks
because it displays word categories such as noun (NN), verb (VB) and adjective (JJ)
[1, 8, 17] (see Fig. 2).

The DT cashier NN and CC the DT customer NN try VB again RB and CC again RB

Fig. 2 POS tagging in a sentence
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Table 3 6-g based POS patterns for ambiguity rules
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1

Rule 1

Coordinating Conjunction Ambiguity

[*]CC[*]CCL*][*]

2

Rule 2

Multiple Verbs Ambiguity

[*]VBCCVB[*][*]

[ *]1 VBG CC VBG [ *] [ *]

[*1 VBN CC VBN [ *][ *]

[*]1 VBD CC VBD [ *][ *]

[*]1 VBZ CC VBZ [ *][ *]

Rule 3

Referential Ambiguity

[*1PRP[*1[*1[*1[*]

[*IPRPS [*1 [*1[*1[*]

Rule 4

Quantification Ambiguity

[*IDT[*[*11*]1[*]

Rule 5

Subjective Sentence Ambiguity

CTIIC*I0*10*1T*1 [*1RB JJIN [

*11#1
[*TINJJIN[*][*]

The square bracket with an asterisk (*)
represents optional Any or None

The square bracket with an asterisk (*) represents optional Any or None

The words are replaced with the related POS tag since we only need the sentence
structure and grammar to detect syntactic ambiguity. As a result, we obtained 6-g-
based POS patterns for ambiguity rules, as shown in Table 3.

This is how the POS patterns and ambiguity rules are used to label the 6-g (see
Fig. 3).

If multiple rules apply to a sentence, all but one are replaced with "XX" so that only
one rule is applied to the training sentence. For example, if two rules coordinate both
conjunction ("CoorConj") and multiple verbs ("MultiVerbs") in the same sentence,
one rule is replaced with "XX" (see Fig. 4). The use of "XX" is intended to avoid
changing the categories of each word rather than removing multiple rules from each
sentence.

train = [("PRP$ CC PRP$ NN NN CC ","CoorCon;j"),
("VB CC VB NN NNS VBP", "MultiVerbs"),

("DT NNP IN PRP VBZ VBN", "Pronouns"),

("DT CD NNS CC DT NN", "Quantifier"),

("RB JJ IN JJ JJ", "Subjective"),

("DT NNP CC DT NN VB", "Other")]

Fig. 3 Labelled data sets
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Before

(“CC DT NN VB RB CC”, “Rule 1, Rule 4, Rule 5”)

After

(“CC XX NN VB XX CC”, “Rule 1)
(“XX DT NN VB XX XX”, “Rule 4”)
(“XX XX NN VB RB XX”, “Rule 5)

Fig. 4 Simplifying multiple rules by replacing the rules with “XX”

3.4 Bag-Of-Words Representation

BoW is a simple and flexible model for extracting features from the text for modelling
in ML. For example, BoW assumes w = (w;, wa, ..., W, ..., w,) where v the
number of unique words in the document collection is. In BoW, requirements docu-
ment d; = (w1, Wip, ..., Wik, - .., W;,) Where w;y; is the frequency of k-th word
in the requirements documents d; [22]. After parsing the requirements collection to
extract unique words, BoW removes stop words and words that appear only once.
For example, term frequency (TF) counts the frequency of terms, which is often
divided by the document length to normalise because a term appears much more
frequently in log documents than in shorter documents. Inverse document frequency
(IDF) is a measure of how common a word appears across documents. TF-IDF is
used to measure the number of times a word appears in a document as its value in
each unique word, which corresponds to a feature with 7 F (w;, d;). Each word is
weighted by TF-IDF, which is used for exchanging information based on a prede-
fined set of features. IDF improves performance by refining the document represen-
tation because it can be calculated from w;, which is calculated from the document
frequency D F(w;), where w; is the number of documents in which words occurs
[22]. For example:

a. Collect the number of documents, d; = (w;1, w;2, ..., Wik, ..., W;,) Where w;y
is the frequency of the k-th word in the requirements documents d;.

corpus = ["XX CC XX NN NN CC",
"VBZ XX NN NN CC VBZ",
"XX NNP IN PRP XX XX",
"MD XX XX TO XX DT",
""NNS MD XX RB JJ IN",
""NNP NNP XX XX NN NN"]

b. Call function of BoW using CountVectorizer().

vectorizer = CountVectorizer()
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c. Transform corpus to X.
d. Extract or print unique words.

X =[‘CC’°, ‘DT’ ‘IN’, ‘]JJ’, ‘MD’, ‘NN’, ‘NNP’, ‘NNS’, ‘PRP’, ‘RB’, ‘TO’, ‘VBZ’, ‘XX’]
e. Transform X into array form to weight each word by using TF-IDF

["XX CCXXNNNNCC"],[2000020000002]
["VBZXXNNNNCCVBZ"],[1000020000021]
["XXNNPINPRP XX XX"],[0010001010003]
["MD XX XX TOXXDT"],[0100100000103]
["NNSMD XXRBJJIN",[0011100101001]

["NNP NNP XX XX NNNN",[0000022000002]

3.5 Classification of Rules Using SVM, RF and KNN

The training data was completed after applying "XX" replacement for multiple rules.
Following that, the ML algorithms, SVM, RF and KNN, predict based on the BowW
features. The BoW training data was used to generate the testing data (requirements
statements). This study used 30 requirements statements from original requirements
statements derived from the combinations of 15 existing SRS for testing data. The
Python GUI programme was used, and users can enter new requirements statements
and click the check button to view the results. Six outcomes were obtained from
our experiments: Rule 1 (CoorConj), Rule 2 (MultiVerbs), Rule 3 (Pronoun), Rule
4 (Quantifier), Rule 5 (Subjective), and "Other" (see Fig. 5). The system removes
words that are frequently used in requirements statements during testing with new
requirements statements as shown in Table 4. These words are not ambiguous, but
in the training data, they represent the same POS taggers.

Please enter your text below

1) K Nearest Neighbour: CoorConj

Fig. 5 Sample output
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Table 4 Eliminated words
No Eliminated words POS tagger Rules applied
1 But CC (coordinating Rule 1 (coordinating
conjunction) conjunction)
2 Allow, provide, have, be, do VB (verbs, base form) Rule 2 (multiple verbs)
Has, is, does VBZ (third person singular
present)
Had, was, were, did VBD (verbs past tense)
Am, are VBP (non-person singular
present 3rd)
A, an, the, both DT (determiner) Rule 4 (quantifier)
4 Not RB (adverb) Rule 5 (subjective)

4 Results and Discussion

Ambiguity in requirements is common and costly. It is critical for requirements engi-
neers to resolve ambiguity in requirements statements before delivering the software
project to stakeholders, or to construct requirements statements that are free of ambi-
guity. In this study, we used SVM, RF and KNN to detect syntactic ambiguity in
requirements statements. We ran two experiments with all three ML algorithms, one
before and one after eliminating Rule 2since Rule 2 stipulates that there should be
a conjunction (CC) between verbs (eg: VB CC VB, VBZ CC VBZ, VBD CC VBD,
VBN CC VBN). We evaluated the accuracy of SVM, RF and KNN when Rule 2
was used and when it was not used. By including Rule 2 in the first experiment,
syntactic ambiguity in requirements statements was detected. As shown in Table 5,
RF achieved the highest accuracy (86.66%) in identifying syntactic ambiguity in
requirements statements, followed by SVM (80%) and KNN (50%). In the second
experiment without Rule 2, RF achieved the highest accuracy (83.33%) in identifying
syntactic ambiguity in requirements statements, followed by SVM (70%) and KNN
(56.66%). In either experiment, with or without Rule 2, there were no significant
differences in identifying syntactic ambiguity. It can be concluded that SVM, RF
and KNN classified Rule 2 correctly.

Table 5 Classification results

Algorithm Accuracy before removing Rule 2 (%) Accuracy after removing Rule 2 (%)
SVM 80 70

RF 86.66 83.33

KNN 50 56.66
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Table 6 Analysis results

No

New sentence Actual rules SVM RF KNN

1

The DT System NNP Rule 2 (VBZ CCBZ) |Rule 5 Rule 3 Rule 3
caches VBZ each DT sale | Rule 3 (PRP)
NN and CC writes VBZ Rule 4 (DT)
them PRP into IN the DT | Rule 5 (RB)
Inventory NNP as RB soon
RB as IN it PRP is VBZ
available JJ again RB

The DT Store NNP Rule 2 (VBZ CCBZ) |Rule 1 (X) |Other (X) |Rule 1 (X)
Manager NNP chooses Rule 5 (J))
VBZ the DT product NN
items NNS to DT order
NN and CC enters VBZ
the DT corresponding JJ
amount NN

A DT report NN including | Rule 4 (DT) Rule 4 Rule 4 Rule 4
VBG all DT available JJ | Rule 5 (1J)
stock NN items NNS in IN
the DT store NN is VBZ
displayed VBN

5

Conclusion and Future Work

In this study, SVM, RF and KNN were used to analyse the results of our experiments
using various rules. The algorithms can correctly classify the rule in Sentences 1 and
3, but not in Sentence 2 (see Table 6). In the future, we will investigate other ML
algorithms and use a semi-automated approach based on NLP techniques to detect
syntactic ambiguity in SRS.

References

Al-Emran M, Zaza S, Shaalan K (2015) Parsing modern standard Arabic using treebank
resources. In: International Conference on Information and Communication Technology
Research (ICTRC), IEEE Abu Dhabi, United Arab Emirates, pp 80-83

Alhutaish R, Omar N (2015) Arabic text classification using k-nearest neighbour algorithm.
Int Arab J Inf Technol 12(2):190-195

. Berry DM, Kamsties E, Krieger MM (2003) From contract drafting to software specification:

linguistic sources of ambiguity. Los Angeles, CA, USA

Cavnar WB, Trenkle JM (1994) N-gram-based text categorization. In: Proceedings of SDAIR-
94, 3rd Annual Symposium on Document Analysis and Information Retrieval, CiteSeer, pp
161-175

Chantree F, Nuseibeh B, De Roeck A, Willis A (2006) Identifying nocuous ambiguities
in natural language requirements. In: 14th IEEE International Requirements Engineering
Conference (RE’06), IEEE, Minneapolis/St. Paul, MN, USA



Comparing Accuracy Between SVM, Random Forest ... 57

6.

7.

10.

12.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Introduction to Random Forest Algorithm. https://towardsdatascience.com/introduction-to-ran
dom-forest-algorithm-fed4b8c8e848.

Fabbrini F, Fusani M, Gnesi S, Lami G (2001) The linguistic approach to the natural language
requirements quality: benefit of the use of an automatic tool. In: Proceedings 26th Annual
NASA Goddard Software Engineering Workshop, IEEE Greenbelt, MD, USA, pp. 95-105
Gleich B, Creighton O, Kof L (2010) Ambiguity detection: towards a tool explaining ambiguity
sources. Part of the Lecture Notes in Computer Science book series (LNPSE), vol. 6182,
Springer, pp 218-232

Han EHS, Karypis G (2002) Centroid-based document classification: analysis and experi-
mental results. In: European conference on principles of data mining and knowledge discovery,
Springer, Berlin, Heidelberg, pp 424-431

Houvardas J, Stamatatos E (2006) N-gram feature selection for authorship identification. In:
International Conference on Artificial Intelligence: Methodology, Systems, and Applications,
Springer, Berlin, Heidelberg, pp 77-86

. Hussain I, Ormandjieva O, Kosseim L (2007) Automatic quality assessment of SRS text by

means of a decision-tree-based text classifier. In: Seventh International Conference on Quality
Software, IEEE, Portland, OR, USA, pp 209-218

Kamsties E, Berry DM, Paech B (2001) Detecting ambiguities in requirements documents using
inspections. In: Proceedings of the First Workshop on Inspection in Software Engineering, pp
68-80

. Klassen M, Paturi N (2010) Web document classification by keywords using RFs. In:

International Conference on Networked Digital Technologies, Springer, pp 256-261

Liparas D, HaCohen-Kerner Y, Moumtzidou A, Vrochidis S, Kompatsiaris I (2014) News
articles classification using RFs and weighted multimodal features. In: Information Retrieval
Facility Conference, Springer, Heidelberg, pp 63-75

Mansur M, Uz-Zaman N, Khan M (2006) Analysis of n-gram based text categorization for
Bangla in a newspaper corpus. Doctoral dissertation, BRAC University

Nakagawa T, Matsumoto Y (2002) Detecting errors in corpora using support vector machines.
In: Proceedings of the 19th International Conference on Computational Linguistics, ACM
Digital Library, pp 709-715

Nigam A, Arya N, Nigam B, Jain D (2012) Tool for automatic discovery of ambiguity in
requirements. Int J Comput Sci Iss 9(5):350-356

Oo KH, Nordin A, Ismail AR, Sulaiman S (2018) An analysis of ambiguity detection techniques
for software requirements specification. Int J Eng Technol 7:501-505

Oo KH, Nordin A, Ismail AR, Sulaiman S (2018) An approach to detect syntactic ambiguity
using Naive Bayes (NB) Text Classifier for Software Requirements. In: Proceedings of the
11th Edition of Postgraduate Research Workshop (PRW) at SOFTEC Asia Conferences
Osman MH, Zaharin MF (2018) Ambiguous software requirement specification detection. In:
Proceedings of the Sth International Workshop on Requirements Engineering and Testing—RET
’18, pp 33-40

Pedersen T (2001) A decision tree of bigrams is an accurate predictor of word sense. In:
Proceedings of the Second meeting of the North American Chapter of the Association for
Computational Linguistics on Language technologies, pp 1-8

Polpinij J, Ghose A (2008) An automatic elaborate requirement specification by using hier-
archical text classification. In: International Conference on Computer Science and Software
Engineering, pp 706-709

Rajeswari RP, Juliet K, Aradhana D (2017) Text classification for student data set using naive
Bayes classifier and KNN classifier. Int ] Comput Trends Technol 43(1):8—-12

Saa AA, Al-Emran M, Shaalan K (2019) Mining student information system records to predict
students’ academic performance. In: The International Conference on Advanced Machine
Learning Technologies and Applications (AMLTA2019), Springer, pp 229-239

Sarkar A, Chatterjee S, Das W, Datta D (2015) Text classification using support vector machine.
Int J Eng Sci Invent 4:33-37


https://towardsdatascience.com/introduction-to-random-forest-algorithm-fed4b8c8e848
https://towardsdatascience.com/introduction-to-random-forest-algorithm-fed4b8c8e848

58

26.

217.

28.

29.

30.

31.

32.

33.

K. H. Oo

Sharma R, Bhatia J, Biswas KK (2014) Machine learning for constituency test of coordinating
conjunctions in requirements specifications. In: Proceedings of the 3rd International Workshop
on Realizing Artificial Intelligence Synergies in Software Engineering, pp 25-31

Singh S, Saikia P, Chandra L (2015) Ambiguity in requirement engineering documents: impor-
tance, approaches to measure and detect, challenges and future scope. Int J Adv Res in Comput
Sci Softw Eng 5(10):791-798

Wahdan A, Hantoobi S, Al-Emran M, Shaalan K (2021) A review of learning analytics studies.
Recent advances in technology acceptance models and theories, Springer

Waulandini F, Nugroho AS (2009) Text classification using support vector machine for web
mining based spatio temporal analysis of the spread of tropical diseases. In: International
Conference on Rural Information and Communication Technology, pp 189-192

XuB,Guo X, Ye Y, Cheng J (2012) An improved RF classifier for text categorization. J Comput
7(12):2913-2920

Yang H, De Roeck A, Gervasi V, Willis A, Nuseibeh B (2011) Analyzing anaphoric ambiguity
in natural language requirements. Requirements Eng 16(3):163

Zakariah M (2014) Classification of large datasets using random forest algorithm in various
applications: survey. Certif Int J] Eng Innov Technol 9001(3):2277-3754

Maroulis G (2014) Comparison between maximum entropy and naive bayes classifiers: case
study; appliance of ML algorithms to an Odesk’s corporation dataset. Thesis submitted in
partial fulfilment of the requirements of Edinburgh Napier University, pp 35-36



Environmental Concern in TPB Model M)
for Sustainable IT Adoption T

Nishant Kumar, Ranjana Dinkar Raut, Kamal Upreti,
Mohammad Shabbir Alam, Mohammed Shafiuddin, and Manvendra Verma

Abstract Rapid advancement in technology and continuous environmental degra-
dation has attracted the attention of practitioners toward sustainable solutions. This
study aims to investigate educated millennial beliefs and behavior toward sustainable
IT practices. The Theory of Planned Behavior (TPB) model deployed in the study was
extended through perceived environmental responsibility. A survey was conducted
to examine the sustainable I'T adoption behavior of millennial in the National Capital
Region, Delhi India. Variance based partial least square structure equation modeling
was employed to evaluate the hypothesized model. Findings of the study confirm
environmental concern (ER) a precursor for attitude (ATT), perceived behavioral
control (PBC), and subjective norm (SN). Further, there is a significant positive
influence of ATT, PBC, and SN on the adoption intention of sustainable IT prac-
tices, followed by the effect of adoption intention on actual adoption behavior. Study
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disseminates valuable insights to policymakers and marketers to formulate strategies
and policies to attain sustainability through sustainable IT practices.

Keywords Sustainable information technology + Theory of planned behavior -
Environmental concern - Millennial + Structure equation modeling

1 Introduction

Increasing pollution, climate change, and concern over energy consumption are the
major drivers for sustainable development. With the advent of technology and rapid
economic development, people are getting worried about its impact on the environ-
ment [1]. Information technology has been observed as a technique to channelize the
energy of a system and enhance operational efficiency [2]. Undoubtedly in the recent
past, there has been huge investment in technological advancement front by institu-
tions and simultaneously it has increased its impact on the environment. High volume
IT computing devices have increased energy consumption and become a liability for
institutions. Sustainability in information technology (IT) is the most debated word
to overcome environmental deterioration. Sustainable information technology (IT)
mainly focuses on the usage, design, and disposing of I'T computing devices in such a
way that it creates a minimum hindrance to the environment [3]. The level of aware-
ness and adoption of Sustainable information technologies is in the nascent stage as
rightly pointed that there exist four gaps namely; “knowledge gaps, practice gaps,
opportunity gaps, and knowledge- doing gaps” [4].

Sustainable IT practices rely on enhancing the effectiveness and efficiency of IT
computing devices. Most of the research studies on the topic of sustainable IT are
based on developed countries and very limited research studies are on developing
nations. India is one of the fastest-growing economies with an attractive business
opportunity for the global market is facing a concern regarding the disposal of elec-
tronic waste. Individual actions toward such practices are imperative to observe to
evaluate the success of sustainable IT practices. The paucity of research studies
focusing on individual adoption intention and actual adoption behavior provides a
strong foundation for this research. To bridge the literature gap, this study attempts to
investigate educated millennial belief and behavior towards sustainable IT practices
through the Theory of Planned Behavior (TPB).

This chapter is organized into seven sections. Section one covers the introduction
and objectives. The second section reviews the theoretical background of the study
followed by the conceptual framework developed in section three. Survey instrument
and study methodology are described in the fourth section. Data analysis and empir-
ical findings of the study are covered under section five. A detailed discussion of the
study finding and its implication are included in the sixth part of the chapter and the
study is concluded under section seven.
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2 Theoretical Background

Practitioners have started focusing on sustainable IT solutions and identified ecolog-
ical efficiency and ecological effectiveness as the drivers for the adoption of Sustain-
able IT practices. Ecological efficiency relies on operational cost reduction and
ecological effectiveness focuses on the establishment of sustainable value and belief
system [5]. Adoption of Sustainable IT practices not only reduces operational cost
but also helps to build a better corporate image, employee motivation, and employee
retention [6, 7]. It is also evident to state that the effectiveness of the Sustainable IT
solution depends on individual value, belief, and intention toward its actual adoption
[8]. Hence, it becomes indispensable for organizations to comprehend individual
intention towards sustainable IT practices to attain ecologically sustainable strategic
disclosure [9]. Theory of Reasoned Action (TRA) propounded by Fishbein & Ajzen
[10] was found to be a fundamental framework to understand human behavior based
on their intention to accept or reject a given action. However, the intention was defined
by two decision variables: attitude and subjective norm. Attitude is defined as a list
of believes that may transform intention to carry out the act. Subjective norm is in
line with the normative belief that the social circle determines individual intention
to perform the act. Behavioral intention is an individual’s willingness to perform the
act [11]. Theory of Planned Behavior (TPB) is an extension to TRA and included
the third construct perceived behavior control, which states an individual’s comfort
or discomfort while performing the act. TPB further explains that the strength of
individual intention to perform an act determines actual behavior to perform the act.
The strength of intention to perform an act is directly proportional to the attitude
towards the behavior, subjective norm, and perceived behavioral control. TPB model
has further extensively also studied behavioral intention, pro-environmental behavior
and has been proved as an effective model [12, 13].

3 Conceptual Framework

Model adapted from literature is an extension of TPB. The conceptual framework
represented in Figure 1 mainly includes six constructs; Environmental concern (ER),
Attitude (ATT), Subjective norms (SN), Perceived behavioral control (PBC), Adop-
tion intention (AI), Actual adoption behavior (AAB). The emotional involvement
of an individual in environmental problems explains Environmental concern [14].
Individuals with a high, level of environmental concern is likely to have a posi-
tive attitude towards the sustainable environmental act [15]. Furthermore, literature
provides sufficient empirical evidence for the influence of perceived environment on
attitude, subjective norm, and perceived behavioral control [16].

HI: ER has a significant positive influence on individual ATT towards sustainable IT
practices.
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H2: ER has a significant positive influence on individual SN towards sustainable IT
practices.

H3: ER has a significant positive influence on individual PBC towards sustainable IT
practices.

HS8: ER has a significant positive influence on individual Al towards sustainable IT
practices.

Attitude is described as a positive or negative opinion towards conducting a partic-
ular behavior and found to be a significant predictor to get engaged in environment-
friendly act [17]. Regarding sustainable IT practices, individuals with a higher level
of awareness and favorable attitude are more intended towards the adoption of such
technologies [18]. Subjective norm signifies the influence of family, friends, and
colleagues on individual intention to perform specific behavior [19]. An individual
with more social pressure is more likely to get liked to sustainable IT practices. An
individual does buy sustainable products if he has the wish, time, and convenience
of purchasing it. A self-motivated consumer will buy sustainable products if has
enough resources for buying them [20]. Perceived behavioral control is considerably
and positively linked with purchase intention and this has been proved in past studies
[21]. The behavioral intention has a significant direct influence on actual behavioral
intention [22].

HA4: ATT has a significant positive influence on Al towards sustainable IT practices.
H5: SN has a significant positive influence on Al towards sustainable IT practices.
H6: PBC has a significant positive influence on Al towards sustainable IT practices.

H7: Al has a significant positive influence on AAB of sustainable IT practices.

Based on the above discussion, Fig. 1 shows the relationship between constructs
and the proposed hypothesis in the study.

HE (+)

Fig.1 Conceptual framework
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4 Methodology

The scale validated from the literature has been adopted for the study. The latent
construct perceived environmental concern (ER) has been used in addition to the
existing TPB model constructs; attitude (ATT), subjective norm (SN), perceived
behavioral control (PBC), purchase intention (PI), and actual adoption behavior
(AAB) towards sustainable IT practice to extend the existing TPB model. Scale
items for attitude were measured on a semantic differential scale (extremely bad-1
and extremely good-7) and other scale items were anchored on a seven-point scale
(1- strongly agree to 7-strongly disagree) to record the responses. Descriptions of
latent constructs are detailed in Table 1.

A questionnaire was designed as a survey instrument to target respondents within
the age group of 18-34 years. The educated millennial (18-34 years) has the ability
to simplify and better comprehend eco-friendly products [27]. The questionnaire
administered in the Delhi-National Capital Region (India) consisted of 24 state-
ments. Respondents were assured that their response is going to be used for academic
research. Convenience sampling was used to select the sample from the population.
The research instrument was circulated through various social media platforms to
reach respondents. A total of 400 questionnaires were circulated and 205 complete

Table 1 Description of latent construct

Sr. No | Construct Scale Refere nces

1 ER: Environmental concern ER1: Express your level of [23]
willingness to save the environment

2 ER2: Environment protection is our
responsibility

3 ER3: I am concerned with

environmental degradation and
impact on health

4 ER4: Sustainable IT solution should
be opted

5 ATT: Attitude ATT1:Performing sustainable IT [17]
practices are extremely bad
(1)/extremely good (7)

6 ATT2:Performing sustainable IT

practices are extremely undesirable
(1)/extremely desirable (7)

7 ATT3:Performing sustainable IT
practices are extremely unenjoyable
(1)/extremely enjoyable (7)

8 ATT4:Performing sustainable IT
practices are extremely unfavorable
(1)/extremely favorable (7)

(continued)
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Table 1 (continued)
Sr. No | Construct Scale Refere nces
9 SN: Subjective Norm SN1: People close to me think that I | [20, 24]
should use sustainable IT practices
10 SN2: People opinion I value most
suggest that I should use sustainable
IT practices
11 SN3: Favorable nature of my friend
& colleagues influences me to use
sustainable IT practices
12 SN4: Many people like me using
sustainable IT practices
13 PBC: Perceived behavioral control | PBC1: I am willing to use [16, 25]
sustainable IT practices
14 PBC2: If it is up to me, then I would
use sustainable IT practices
15 PBC3: It seems that using
sustainable IT practices are not in
my control
16 PBC4: I would use sustainable IT
practices
17 Al: Adoption intention All: I will intend to use sustainable | [8, 20]
IT practices
18 AI2: I will put required efforts to
use sustainable IT practices
19 AI3: I would plan to use sustainable
IT practices
20 Al4: 1 believe in using sustainable
IT practices for environmental
benefits
21 AAB: Actual adoption behavior AABI: I often use sustainable IT [8, 26]
practices
22 AAB2: I select IT solutions based
on their manufacturing nature based
on the environment
23 AAB3: I prefer sustainable IT
solutions over non environmentally
friendly IT products
24 AAB4: I use to have sustainable IT

solutions irrespective of their cost
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in all aspects yielding a response 51% rate, was retained for analysis. Out of the
total respondents, 84 (41%) were male and 121(59%) were female. The majority
of respondents were graduates (49%) followed by postgraduates (27%) and others.
Data descriptive also confirms that more than 80% of the respondents included in the
study are involved in one or other form with sustainable IT practices. This indicates
that respondents pay attention to sustainable IT practices.

5 Analysis

Data analysis was performed using SPSS 21.0 and Smart-PLS 2.0. Descriptive and
demographic of respondents were ascertained through SPSS 21.0. Smart-PLS 2.0
was employed for two-step model testing i.e., measurement model assessment, and
structural model assessment.

5.1 Measurement Model Assessment

Composite reliability (CR) was determined to evaluate the internal consistency of
items among the construct. The identified CR value for AAB, Al, PBC, SN, ATT,
and ER represented in Table 2 were well above the defined threshold of 0.7 [28]. As
represented in Figure 2 all item loadings were more than 0.7 and establish indicator
reliability [29]. The AVE value for all latent variable AAB, AL, PBC, SN, ATT, and ER
were found to be more than 0.5 [30] and ./AVE values of each construct represented
in the diagonal of Table 2 exceed the off-diagonal values in the correlation matrix
provides evidence for convergent and discriminant validity in data [31].

Table 2 Reliability and validity result

AAB Al PBC SN ATT ER
AAB 0.912
Al 0.511 0.817
PBC 0.499 0.510 0.770
SN 0.374 0.479 0.482 0.790
ATT 0.532 0.617 0.493 0.492 0.838
ER 0.473 0.386 0.467 0.342 0.578 0.725
CR 0.937 0.858 0.835 0.809 0.904 0.845
AVE 0.833 0.669 0.628 0.586 0.704 0.578
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Fig. 2 Result structural model

5.2 Structural Model Assessment

Proposed hypothesized relationships were tested and a result for the same is repre-
sented in Fig. 2. Non-parametric bootstrapping was employed to examine the roposed
relationship among constructs. The finding of the study does not provide much empir-
ical support for the effect of individual environmental cerncern on the adoption inten-
tion of sustainable IT practices (H7: p =—0.020, t = 0.979). The causal effect of other
constructs was supported. PBC has strong positive significant influence on ATT (H1:
B =0.571,t=18.736) followed with PBC (H3: § = 0.463, t = 12.903) and SN (H2:
B = 0.346, t = 8.469). The decision variable ATT (H4: § = 0.438, t = 11.825) was
found to be the dominating factor towards Al of sustainable IT practices followed
by PBC (H6: p = 0.226, t = 7.602) and SN (H5: $ = 0.162, t = 5.589). The result of
the study also confirms a significant positive direct influence of AI (H8: = 0.511,
t = 19.984) towards AAB of sustainable IT practices. The predictive ability of the
model was measured through R? value against the suggested range of 0.19, 0.33,
and 0.67 indicating weak, moderate, and substantial effect, respectively [32]. The
extended TPB model exerts a significant moderating influence on adoption intention
and actual adoption behavior.

6 Discussion and Implication

The theory of planned behavior (TPB) has been widely used in studies with sustain-
able adoption intention. The attitude-behavior gap was studied in developing coun-
tries to understand sustainable consumption behavior [33]. The moderating role of
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gender in the TPB framework was also studied to examine student adoption intention
for biodegradable drinking straw [34]. TPB was extended with sustainable govern-
ment support, environmental concern, and sustainable engagement to study sustain-
able building practices, and further benefits were also highlighted for integrating IOT
with sustainable building [35, 36].

Literature mainly addresses the issue of sustainable IT adoption from an orga-
nizational perspective but limited research focuses on its adoption from an indi-
vidual behavioral perspective [37]. The study intended to scrutinize the application
of the extended TPB model for anticipating the sustainable IT adoption behavior
of millennials. Study outcome indicates that attitude, perceived behavioral control,
subjective norm are the significant predictors of sustainable IT adoption intension
followed with actual adoption behavior, whereas the additional construct added to
model perceived environmental concern also significantly predicts attitude, subjec-
tive norm, and perceived behavioral control of youth towards sustainable IT practices.
Environmental concern has shown a relation to environmental education in different
countries and cultural scenarios [38, 39, 42]. The strongest significant influence of
environmental concern on attitude explains that millennial are well aware of their
responsibility towards the environment that helps in developing a favorable atti-
tude towards adoption intention of sustainable IT solutions. The responsibility of
millennial towards the environment also influences perceived behavioral control and
subjective norms. Further, it is also noteworthy that being responsible towards the
environment is not sufficient enough for developing favorable adoption intention
for sustainable IT applications as the relationship between environmental concern
and adoption intention was found to be insignificant. Environmental concern act
as a precursor for attitude, perceived behavioral control, and subjective norm of the
millennial generation. The individual attitude was found to be the strongest predictor
for sustainable IT adoption intention. Sustainable IT attitude refers to “sentiments,
values, and norms with climate change, eco-sustainability, and IT’s role” and level
of awareness for the effect of information technology on surroundings [12, 18, 41].
Attitude or belief mainly represents that individuals concern about the environment
which directs to pro-environmental behavior. Marketers should take this opportunity
for extensive product promotion and deploy marketing strategies to build a strong
product image for endpoint users. The significant positive influence of Perceived
behavioral control on sustainable IT adoption intention indicates that youth with
resources, time, and willingness to adopt sustainable computing depends on the
availability of sustainable solutions for its purchase. Marketers should bridge the gap
between consumers and sustainable solutions through better visibility, end-user bene-
fits, and affordable offerings. Subjective norms were reported as a week antecedent
to adoption intention as compared to attitude and perceived behavioral control. The
significant positive influence of subjective norm indicates that youth give due impor-
tance to the opinion of friends and colleagues. Sustainable IT adoption also has a
significant positive influence on actual adoption behavior. The findings of the study
are in line with the outcomes of [8, 16, 40]. Businesses involved in sustainable IT
solutions should start a sustainable campaign and educate individuals that how the
adoption of sustainable IT solutions can curb pollution. Companies should also focus
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on the fact of how the actual adoption of sustainable IT practices can ease their day
to day life activities. It is also evident from the findings that millennials are inclined
toward a sustainable environment and believe in a clean healthy life. The proposed
extended framework disseminates valuable insights to policymakers and marketers
to formulate sustainable strategies and policies for future market opportunities.

7 Conclusion

This study incorporated the TPB model with perceived environmental concern to
examine millennial sustainable IT adoption intention. The study outcome reveals
that the respondents are well aware of their responsibility towards the environment
and feel it is an important attribute to develop a favorable attitude, subjective norms,
and behavioral control towards sustainable IT adoption. This research makes a novel
contribution by extending the TPB model to identify the attitude-behavior gap while
opting for sustainable IT practices. Furthermore, in the future, the research can be
extended by examining the relationship between personality traits, social, economic,
cultural factors, and sustainable technology adoption.
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Abstract This study aims to see the role of artificial intelligence in the project
performance of construction companies in Palestine. The study community consists
of construction engineering offices in Palestine, and the sample of the study reached
183 engineering offices and hence the importance of the research. This study relied
on the knowledge management theory (KMT) model. From this point of view, this
study came. It is worth mentioning that the results of the study indicated that there
is a relationship between artificial intelligence and the performance of construction
companies in Palestine. The researcher recommends conducting further research
related to artificial intelligence taking into account the current variables of the study.
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1 Introduction

The use of information technology, robots, and other emerging technologies to design
and build has long been a dream of architects, engineers, and researchers. Their
intellectual understandings of what might be done and their visionary perspectives
of the future of the building Outstripped the practical, technological, economic,
cultural, and/or organizational restrictions that had to be overcome in order for them
to be realized.

For a project to be a success, each stakeholder’s expectations must be met, regard-
less of who the owner, planner, engineer, contractor, or operator is [ 1]. In the construc-
tion industry, project success is measured by factors such as budget, timeliness,
quality, and safety [2]. Construction Project Success Survey was developed by [3] to
identify critical success factors before the start of a project and to evaluate the degree
of success achieved at its conclusion. Cost, scheduling, performance, and safety are
just some of the objective and subjective factors that go into the evaluation process.

Different factors have an effect on project outcomes at different points in time.
Several factors must be considered when predicting project outcomes at different
periods in the project’s timeline [3, 4]. Project managers will need to use a dynamic
prediction approach to keep track of project progress. However, several time-
dependent elements impact the project’s results at each time point. Furthermore,
such factors are unknown owing to the nature of the building sector [5]. It’s never
simple to anticipate the project’s conclusion dynamically under such complicated and
variable situations. Human specialists may assess the success of a project based on
their expertise; however, the value of these assessments is limited by their subjective
cognitions and/or limited knowledge. Building computer systems that solve prob-
lems intelligently by replicating the human brain is what Al is all about. Artificial
intelligence (AI) technology offers strategies for computer programs to do many jobs
that people are presently superior at [6]. As a result, Al paradigms are suitable for
resolving project management issues [7].

Several obstacles have slowed the construction industry’s growth and resulted
in very low productivity levels when compared to other industries, such as manu-
facturing [8]. However, the construction industry is among the least digital in the
world, with most stakeholders admitting a long-standing resistance toward transfor-
mation [9]. Project management becomes increasingly difficult and time-consuming
due to the lack of digitalization and the industry’s largely manual nature [10]. The
absence of appropriate digital expertise and technology adoption in the construc-
tion industry has been linked to some issues, such as project delays, poor quality
performance, inaccurate decision-making, and poor productivity, health, and safety
performance [11]. It has become evident in recent years that the construction industry
has to embrace digitalization and rapidly enhance its technological capabilities in
light of the challenges of current labor shortages caused by the COVID-19 epidemic
[12]. Digital technology has made substantial contributions to improving company
operations, service procedures and industrial efficiency in recent years, compared to
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traditional methods. Al techniques have improved automation and delivered supe-
rior competitive advantages, compared with traditional methods [13]. An example
of a real-world application of artificial intelligence (Al) is the employment of arti-
ficial intelligence subfields such as machine learning, natural language processing,
robotics, computer vision and optimisation. Automation, data-driven technologies,
and advanced artificial intelligence (AI) processes in manufacturing are all part of
Sector 4.0, a term used to describe the fourth industrial revolution [12].

As a consequence, understanding the interconnections and performance is crit-
ical and the links are expected to give important information on how to increase
performance capabilities.

The following research question stems from the aforementioned research gaps:

RQI. Is there a relationship between Al and performance?

In addressing the research questions, we develop a research framework based on
the Knowledge management theory (KMT), where the study population is from the
construction engineering companies and offices in Palestine registered with the Pales-
tinian Engineers Syndicate, which numbered 384 offices the study sample reached
183.

2 Literature Review

2.1 Artificial Intelligence

John McCarthy introduced artificial intelligence as a topic [14] and it was publicly
established at Dartmouth Conference in 1956. [15]. Al is a branch of computer
science that aims to create artificial intelligence, but it has lately received a lot
of attention [16]. Artificial intelligence (AI) is the copying of social intelligence
processes (learning, reasoning, and self-correction) by computers. The processing
powers, potential, and genetic algorithms of Al are the most well-known aspects
of the technology [17] Speech recognition algorithms, expert systems, and machine
vision are some of the most common Al applications [18].

Philosophy, literature, imagination, computer science, electronics, and engi-
neering innovations all contributed to the notion of constructing robots with human-
like intellect. Alan Turing’s intelligence test was a watershed moment in Al because
it goes beyond previous theological and mathematical assumptions concerning the
potential of sentient computers. Sixty years later, intelligent computers are exceeding
humans in a variety of categories, including learning, thanks to significant develop-
ments in other technologies like large data and computing power [19]. "Al is the study
of how to make robots perform things that humans do better at the present” accurately
defines the notion of Al The goal of Al is to have robots function at the same level
as humans, It refers to creating machines that can handle a variety of complicated
issues in several disciplines, operate themselves independently, and have their own
thoughts, anxieties, emotions, strengths, weaknesses, and dispositions, according to
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[20]. This is still an important Al objective, but achieving it has proven tough and
elusive. Artificial intelligence (Al) is focused on creating robots that can outperform
humans in a variety of fields [21].

2.2 Project Performance

Although project management has a long history, it is just now beginning to emerge
as a distinct subject with its own theoretical base [22]. It lacks a consistent metric
for project success and failure, in particular.

It’s very uncommon for construction projects to suffer from delays and cost over-
runs, which have captivated the curiosity of both construction professionals and
academics. For example, [23]. cited financial and payment concerns, poor contract
management, changes in site circumstances, and material shortages as four of the
primary reasons for schedule delays and cost overruns in their study [24]. Obiad found
that delays due to design modifications, low labor productivity, inadequate planning,
and resource shortages are the most common causes of time overruns, while material
price increases, erroneous material assessment, and project complexity are the most
common causes of cost overruns. According to [25], the chief reasons for schedule
delays and cost overruns include payment challenges, poor contractor management,
material procurement issues, limited technical expertise, and an increase in mate-
rial prices. [26], on the other hand, have looked at the most common causes of
quality defects, including human error and poor workmanship. These studies have a
pessimistic view of project outcomes. Time, cost, and quality have been identified
as three of the most critical characteristics for evaluating the success of building
projects, thanks in part to the work of researchers like [27-29].

To ensure successful project completion, project managers and governing bodies
are typically presented with prescriptive lists of critical success aspects, failure
factors, or risk factors. This line of research is important because it identifies impor-
tant prerequisites and motivators for a project’s success, but it does not provide a
precise definition of that achievement (although the factors identified may indirectly
point to relevant criteria). In the second stream, the emphasis is on identifying extra
contingency elements that may impact project performance or need special manage-
ment attention in order to avoid negative repercussions. Some academics refer to
these traits as "dimensions" of project success. A few examples include the scope
and kind of the project, where it is in the life cycle [30], the degree of complexity
in the project management process [31], and the focus on strategic vs operational
goals [32]. In this research, new project elements are identified. Depending on the
project environment and the variables that are controlled, may have a major impact
on the project’s overall success. Project success measures, however, are not expressly
stated in this stream. As part of the evaluation process, a third stream is typically
used to determine whether or not a project is a success or failure. The third stream
is concerned with the criteria for determining whether or not a project is successful.
The first two streams are intertwined. An understanding of how a project’s success
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or failure is defined is essential so that project effort may be allocated where it will
have the most impact on meeting performance goals [33].

2.3 Conceptual Model

Knowledge Management Theory (KMT) is a prominent method for improving an
organization’s competitive position [34]. Organizational learning may assist in the
development of new knowledge or the provision of insights that can influence
behaviour. There are two types of knowledge: explicit and tacit. Explicit knowledge
is information that has been recorded in some form (files, databases, manuals, etc.),
while tacit knowledge is only found among personnel and is a valuable resource in any
organization. An organization’s performance may be greatly improved by accessing,
sharing, and implementing both explicit and tacit information [35]. Knowledge is a
significant aspect of manufacturing in the twenty-first century. In order to increase
profit margins, each company must learn and adapt to an unpredictable market. As
a result, every organization’s knowledge-based strategy is a critical pillar. It might
be used to conceptualize new ideas for managing knowledge based on sound argu-
mentation and help construct knowledge management approaches that can predict the
outcome of a process [36]. Relationship marketing is now part of KMT [37]. Although
knowledge management and relationships are two independent ideas, research on
both demonstrates that both necessitate communication.

However, Relationship management relies heavily on customer data, and knowl-
edge management is a promising interface for future research, although knowledge
management and relationships are two distinct ideas, both need communication,
as shown by the literature on both [37]. Because of the economic strength of its
transactions, B2B marketing has lately gotten a lot of attention [38]. In the recent
decade, theoretical advances have been made, and future studies should concen-
trate on innovation, customer connections, data analytics, and using technology to
improve revenue as well as the manufacturing environment. This research intends
to respond to previous researchers’ requests and construct a theoretical model based
on the prior conversations.

In this context, the model for this research takes into account, Al technologies,
and organizational performance. KMT may be used to deal with knowledge disper-
sion and growth, as well as to examine the knowledge characteristics of a relation-
ship in order to better manage it [39]. Knowledge is a combination of contextual
data, expert expertise, and value that may lead to innovation [40]. Organizational
performance and creativity may both benefit from knowledge management. Knowl-
edge management enablers are variables that may help you improve your knowl-
edge management duties. Organizational structure, culture, and technology are the
main forces behind this. It’s worth noting how important information technology
has been in removing communication obstacles. The purpose of information tech-
nology is to facilitate reciprocal learning, knowledge sharing, and communication
amongst individuals [41]. To increase organizational performance, the knowledge
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Knowledge management Enablers
technology

Artificial intelligence

. project performance
Knowledge management
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User Knowledge Creation
Customer Knowledge Creation

External Market Knowledge
Creation

Fig.1 Conceptual model of the research

management process includes activities such as gathering, designing, managing, and
communicating knowledge (Fig. 1).

3 Research Method

The data for this study were collected by using a questionnaire, which is quantita-
tive research conducted in previous studies to determine the factors in the present
research. The current study population is construction engineering in Palestine regis-
tered with the Palestinian Engineers Syndicate. The factors were adapted and modi-
fied to suit this study. The Likert scale ranged from 1 (strongly disagree) to 5 (strongly
agree). The study sample consisted of 183 Managers/CEO/CFO of these companies
in Palestine.

4 Data Analysis

The author’s utilized SMART PLS for data analysis. In order to evaluate the study’s
premise, the researchers used a two-stage technique. The measurement model, which
includes convergent and discriminant validity, is the first step. The investigation will
go on to hypothesis testing after the validity has been confirmed. Assessment of the
measurement model’s convergent and discriminant validity is part of the process.
Whether an item measures the latent variable or not, the design for assessment is
confirmed by its convergent validity [42]. If the loadings are above 0.5 and the
average variance extracted (AVE) is above 0.5, as well as the composite reliability
(CR) which is above 0.7, then this is acceptable. There are no CR or AVE values in
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Table 1 that fall below the predefined criteria provided by Table 1. For this study,
convergent validity has been established.

Table 1 Convergent validity

Constructs Items Factor loadings | Cronbach’s alpha | CR (AVE)
Artificial intelligence | Al-1 0.614 0.903 0919 |0.511

Al-2 0.743

Al-3 0.676

Al-4 0.743

Al-5 0.718

Al-6 0.752

Al-7 0.687

Al-8 0.739

AI-9 0.813

AI-10 0.657

Al-11 0.697
User knowledge USK-1 0.720 0.814 0.865 |0.517
creation USK-2  |0.675

USK-3 0.683

USK-4 0.767

USK-5 0.741

USK-6 0.727
Customer knowledge | CKC-1 0.614 0.818 0.860 |0.519
creation CKC2  |0.630

CKC-3 0.628

CKC-4 0.674

CKC-5 0.632

CKC-6 0.649

CKC-7 0.675

CKC-8 0.768
External market EMK-1 |0.798 0.808 0.873 | 0.633
knowledge creation | gvk.2 | 0759

EMK-3 |0.834

EMK-4 |0.789
Project performance | PP-1 0.701 0.849 0.882 |0.623

PP-2 0.654

PP-3 0.619

PP-4 0.550

(continued)
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Table 1 (continued)

Constructs Items Factor loadings Cronbach’s alpha | CR (AVE)
PP-5 0.739
PP-6 0.759
PP-7 0.678
PP-8 0.680
PP-9 0.674

CR, Composite reliability; AVE, Average variance extracted

Table 2 HTMT

Artificial Customer External Project User
intelligence knowledge market performance knowledge
creation knowledge creation
creation

Artificial 0.715

intelligence

Customer 0.479 0.660

knowledge

creation

External 0.400 0.561 0.795

market

knowledge

creation

Project 0.549 0.543 0.613 0.675

performance

User 0.252 0.496 0.492 0.595 0.719

knowledge

creation

Constructs’ correlation coefficients must be greater than their correlation square
root in order to demonstrate discriminant validity, according to [43]. Table 2 above
shows that this criterion has been met.

5 Hypotheses Testing

The PLS Algorithm function was used to investigate the route coefficient in the
structural model. In regression analysis, the path coefficient of the SmartPLS 3.0
model is equivalent to the conventional beta weight. The estimated path coefficients
vary from—1 to +1, and a path coefficient close to zero suggests that the two variables
have no relationship at all. The study’s path coefficient, standard error, t-statistic, and
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significance level were all checked for statistical significance, as shown in Table 3.
Path coefficient of the research hypotheses.

A tenfold method was used by [44] to assess the predictive relevance of PLS
prediction. The predictive relevance of PLS-LM is verified if there is a little difference
between the items; on the other hand, if there is a significant difference, it is not.
Although the predictive value is limited if the majority of differences are small, the
reverse is true if the most of differences are high (Fig. 2).

Table 3 Path coefficient and p-value

Hypo | Relationships Std. beta | Std. error | T-value | P-values | Decision
H1 Artificial 0.321 0.054 5.993 0.000 Supported
intelligence — Project
performance
H2 Customer knowledge 0.060 0.060 0.991 0.322 Not supported
Creation — Project
performance
H3 External market 0.281 0.061 4.638 0.000 Supported
knowledge
creation — Project
performance
H4 User knowledge 0.346 0.057 6.067 0.000 Supported
creation — Project
performance
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Fig. 2 Hypothesis testing
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6 Discussion and Conclusion

We began by interviewing small company owners and managers in Gaza, a territory
known as the Palestinian Territories. Therefore, the results may differ from country to
country. A study like a multigroup analysis is needed to compare the data across states
and even countries in order to make comparisons (groups). Second, Organizational
competitiveness may be boosted using the KMT (Knowledge Management Theory)
[34]. Organizational knowledge may aid in the creation of new information or the
dissemination of visions that have the potential to alter behaviour [11]. Models were
utilized to create the research’s theoretical model. As a consequence, qualitative
in-depth research methodologies may be employed in future studies to add more
components. To round things off, the theoretical model built in this study looked at the
influence of independent characteristics on big data adoption and how that adoption
affected company performance. It appears that Customer Knowledge Creation has a
major impact on the Project Performance, and these results are consistent with the
study [40]. Personalization resources can help organizations leverage, acquire, and
use Al technologies effectively by creating an atmosphere that encourages employees
to do so. Organizational willingness to accept Al input and approval stages must be
built and actively engaged in by managers, who are expected to do so. According to
the findings of the research, Identifying the most critical factors that contribute to a
product or service’s success is the first step. Managers should then be given the chance
to influence what steps should be taken. Manage each influence component and how
to change conventional decision-making environments. One of the most essential
aspects of the workshop is to help the project’s management team members develop
a collaborative and disciplined decision-making culture, which will inevitably be
reflected in the project’s performance.
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Abstract As industrial revolution 4.0 is introduced, many turn into the use of tech-
nology and artificial intelligence (Al) in creating a new competitive advantage to
business as well as create an automation that ease the operations and increases prof-
itability. With the important contributions of the tourism and hospitality industry,
the advantages of using Al can be benefited. Consequently, it is vital for business to
understand customers perception towards the use of Al and services robots. Thus,
this study aims to investigate the relationship of eight items under three elements of
the service robot acceptance model with the acceptance and intention to use service
robots. The results of the study show that the perceived usefulness, trust and rapport
are significantly related to acceptance of service robots, which in turn, positively
related to intention to use them. Implications of the research findings are discussed
to support the notion should the industry Say Aye to Al

Keywords Artificial intelligence - Service robots - Customer acceptance -
Technology adoption + Tourism - Marketing

1 Introduction

The industry revolution 4.0 (IR 4.0) has triggered various technology advancement
especially in line with the growth of artificial intelligence (AI). This includes the
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introduction of big data, automation, robots and both artificial and virtual reality [1—
3]. This growth can be seen to exists significantly in the tourism industry. With the
industry being a trillion-dollar industry [4], it has become vital for industry players
to venture into new developments to boost tourists interest as well as enhancing the
services provided to customers [1].

Al were used as several methods of assistance through mobile and online appli-
cations, self-service technologies and kiosks and more advanced ones such as robots
[1]. Few hotels around the world have been using robots as part of their frontline
workers such as Henn-na Hotel in Japan, Yotel worldwide hotels which includes
few locations in USA and Singapore and Motel One in Germany [5]. These robots
mainly perform functions using internet of things (IoT) technology to automati-
cally perform functions of receptionists and room services [3]. The use of Al in the
hospitality industry has proven to significantly providing positive results through its
functions in improving services for companies and better satisfying customers [1].

Despite starting prior to the COVID-19 pandemic, Al has been essential in aiding
in several operations as well as flattening the curve of the spread. Al has played an
important role especially as seen in the healthcare sector through big data providing
information to detect emerging risks as well as the use of several technological
devices and robots for enrichment of social distancing measures [6]. The latter was
one of the key actions taken to reduce the number of COVID-19 cases [7].

As aresult of the COVID-19 pandemic, tourism industry has been realized as one
of the most affected and is in dire need of revival 8, 9]. The quick spread of the virus
induced fear amongst tourists due to social interactions during their travels. Thus,
Al could provide benefits in relation to the social distancing practices as well as in
performing dirty and dangerous functions such as cleaning and sanitizing [10, 11]
as well as reducing the spread of viruses as “robots do not sneeze” [12].

Accordingly, this paper focuses on the use of service robots in the frontline services
in which it refers to the use of technology and Al in the interaction, communication,
and delivery of services to the visitors of hotels [13]. There have been various research
studying the impact of Al in economies in Asia especially in China and Singapore
[7]. Previous study has gone into understanding the perception and acceptance of
various Al technology in hospitality industry [14—17]. Nonetheless, this area is still
relatively new especially in the tourism industry in Malaysia with the first robot hotel
initiated by EcoWorld’s Eco Nest serviced apartments in Johor [18].

With this, the aim of this study is to explore the acceptance and intention to use
service robots by understanding the perception on functional, social-emotional and
relational elements. Due to it being a new technology, many may not have had the
experiences of using such technology leading to several fears in terms of security
risk as well as other technophobia [1, 19]. It is imperative for industry players to
understand the level of acceptance of such technology before deciding to implement
it [20]. Hence, this study aims to understand if the adoption of service robots is
feasible in the hospitality industry in Malaysia and hopes to provide insights to
hotels in Malaysia to enhance the services provided.
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2 Literature Review

Technology-based study have been applying the Technology Acceptance Model
(TAM) which focuses on perceived usefulness and perceived ease-of-use [21, 22].
Subsequently, studies have created an extension through the service robot acceptance
model (SRAM) to include other elements that would describe service robots’ func-
tions better through social-emotional and relational elements [13, 23]. This extension
is to include the elements of social cues and behaviour expected from customers upon
using service robots [24].

Under the functional elements, the use of service robots may provide customers
with perceived ease-of-use (PEU) and perceive usefulness (PU) defined respectively
as how customers perceived the freedom and effortlessness in the usage of service
robots and the level of benefits perceived to be obtained in using the technology in
enhancing the job done [13]. Subjective subject norm (SSN) is defined as how one
behaves based on how important people in their lives influences their decisions [25].

As part of the social-emotional elements, perceived humanness (PH) refers to the
concept of anthropomorphism in which objects, in this case the service robots have
human-like behaviors through in their movements and functions [26]. On another
note, if robots are not able to be identical visually to a human, perceived social
interactivity (PSI) are expected from robots in providing appropriate emotions and
actions like those of social and human norms [13]. As service robots are meant to
replace the humans, perceived social presence (PSP) are the sensation in which the
robots give customers the feeling of having and getting the company of a human
assistant [27].

Relational elements involve trust (T) and rapport (R) of customers towards the
service robots. Trust is defined on a literal sense as a set of beliefs and the dependency
of one to rely on another in risky situations [28]. Trust on technology may be towards
the technology itself or the providers [28]. As a consequent of trust, customers will
start to develop a relationship or bond with the technology forming a rapport [29].

The three elements above are tested against the acceptance (A) and intention to
use (ITU) service robots. Acceptance is defined as customers willingness to use or
purchase a particular service or product [30] while ITU relates to the process in
which the decision is made to use a specific product or service offered, in this case,
service robots [31-33].

2.1 Functional Elements and Acceptance of Service Robots

As mentioned earlier, Al is implemented by businesses to ease their operations.
For that to be achievable, customers must be able to have a perception towards the
usefulness, ease-of-use and social symbolic benefits that are obtain from the functions
of the technology for them to be able to accept it [34]. It has been proven that if the
functions of the technology able to provide significant aids and benefits to its users,
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thus the likeliness to adopt it would increase [13]. Hence, this study hypothesized
that:

H1: There is a significant relationship between functional elements—(a) perceived ease-
of-use, (b) perceived usefulness and (c) subjective social norms with acceptance of service
robots.

2.2 Social-Emotional Elements and Acceptance of Service
Robots

With advancement in technology, robots are almost indistinguishable from humans
with previous studies noting that some customers could not be sure if they are commu-
nicating with a human or a chatbot [13]. Customers mostly feel confidence in using
technology and service robots when social-emotional elements that are obtained
upon communicating with humans are received when dealing with technology [26].

The more human-like the robot is, the more significant the tolerance towards the
robots. Therefore, this study proposed that

H2: There is a significant relationship between social-emotional elements—(a) perceived
humanness, (b) perceived social interactivity and (c) perceived social presence with
acceptance of service robots.

2.3 Relational Elements and Acceptance of Service Robots

Relational elements were previously found as key reason for acceptance [28]. In any
forms of acceptance, a general sense of trustworthiness and connection is needed in
ensuring that the relationship between technology and the users are positive [13].
These elements were recognized to have direct influence towards the willingness
to accept technology [35]. Once a user has a sense of trust and bond with those
technology that they are using, they can reduce fear and technophobia as the foreign
feeling is avoided [19]. With that, this study hypothesized that

H3: There is a significant relationship between relational elements—(a) trust and (b) rapport
with acceptance of service robots.

2.4 Acceptance and Intention to Use Service Robots

Previous studies have found relationships between the three elements above with
the acceptance of technology amongst various users and customers [15, 23, 36].
Such elements influence emotions and perception of customer towards Al which
increases the willingness to undertake the functions of the technology [16]. Due
to the acceptance, the intention to use is highly likely as indicated by research in
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the past [27, 37]. It can be summarized that with willingness and acceptance, users
would have the intent to use such technology which would be a positive indicator for
implementation in the industry. Hence, this study believes that

H4: There is a significant relationship between acceptance and intention to use service robots.

Figure 1 represents the research framework of this study.

3 Research Method

This study targeted to obtain responses from Malaysians above 18 years old. As this
is a perception study, the respondents are not necessarily those who have experienced
service robots but are those who have knowledge of what the technology is.

Questionnaires were distributed via Microsoft Forms through various social media
platforms. The self-administered questionnaires contained several sections starting
with Section A covering filtering questions to ensure only those above 18 years of
age are able to answer the questionnaire.

It is followed by Section B which measured the independent variables beginning
with functional elements covering perceived ease-of-use, perceived usefulness, and
subjective social norms; social-emotional elements covering perceived humanness,
perceived social interactivity and perceived social presences; and lastly relational
elements covering trust and rapport. All sixteen measurement items were adapted
from [15].
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Section C measured the mediating variable—acceptance of service robots with
six measurement items adapted from [15, 16]. Lastly Section D covers the dependent
variable—intention to use service robots measuring three items adapted from [36].
Items in Section B, D and D were measured using a 5-point Likert Scale.

Following data cleaning and editing, 243 responses were useable and analyzed
using Partial Least Squares Structural Equation Modelling (PLS-SEM) through the
Smart PLS 3.3.7 software. PLS-SEM is commonly used in determining causal-
predictive relationship between both independent and dependent variables [38]. The
analysis started with evaluating the model through reliability and validity of the
construct and related indicators in which outer loadings of above an ideal amount
of 0.78 indicates that the variables explain more than 50% of the indicator vari-
ances, signifying reliability [38]. As per Table 1, all the reflective indicators signify
an acceptable item reliability. Furthermore, the composite reliability (CR) values of
all indicators are all above 0.60 which is considered as acceptable in exploratory
research [38]. All the average variance extracted (AVE) of the indicators are above
0.60 denoting that the construct explains at least 50% of the variances of the items.

As for the discriminant validity, this study analyzed the heterotrait-monotrait
(HTMT) ratio to identify the mean value of items correlations across constructs [38].
Based on Table 2, the discriminant validity is present for all items except for between
rapport and perceived social interactivity. Additionally, the inner variance inflation
factor (VIF) of relationship of variables resulted with PEU (1.639); PU (1.692); SSN
(1.594); PH (1.646); PSI (2.288); PSP (1.804); T (1.744) and R (2.141) in which
all values are below 3, which does not indicate any possible or probable collinearity
issues [38]. Furthermore, the adjusted R? value of 0.455 for the relationship of inde-
pendent variables and acceptance and 0.583 for the relationship of acceptance and
intention to use signaling that the model shows a substantial fit to explain the variables
[38] (Table 3).

Table 1 Result of convergent validity and internal consistency assessment of variables

Items Loadings AVE CR
PEU 2 0.846-0.900 0.763 0.865
PU 2 0.894-0.928 0.830 0.907
SSN 2 0.911-0.923 0.840 0.913
PH 2 0.867-0.925 0.804 0.891
PSI 2 0.834-0.879 0.734 0.846
PSP 2 0.537-0.966 0.611 0.744
T 2 0.903-0.907 0.818 0.900
R 2 0.845-0.917 0.778 0.875
A 6 0.741-0.868 0.648 0.917
ITU 3 0.861-0.871 0.752 0.901
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Table 2 Result of discriminant validity (HTMT ratio)
A ITU PEU PU SSN PH PSI PSP T

A
ITU 0.884
PEU |0.620 |0.582
PU 0.634 |0.605 |0.610
SSN 0390 0.325 |0.251 0.550
PH 0240 0237 |0.333 |0.343 |0.424
PSI 0.666 |0.500 |0.745 [0.596 |0.566 |0.737
PSP 0344 0250 |0.273 0431 |0.648 |0.826 |0.809
T 0.687 0.645 0.686 |0.647 |0.401 0359 |0.769 |0.353
R 0.559 0420 |0.521 |0.529 [0.685 [0.691 |0.921 |0.868 |0.528

Table 3 Result of hypotheses testing

Standardized estimate (B) t-value p-value Hypothesis
Hl(a): PEU — A 0.136 1.890 0.059 Rejected
Hl(b): PU - A 0.238 4.205 0.000 Supported
H1(c): SSN — A 0.011 0.182 0.856 Rejected
H2(a): PH — A -0.128 1.782 0.075 Rejected
H2(b): PSI - A 0.140 1.820 0.069 Rejected
H2(c): PSP — A 0.007 0.106 0.916 Rejected
H3(a): T — A 0.269 3.898 0.000 Supported
H3(b):R—> A 0.162 2.196 0.029 Supported
H4: A — ITU 0.765 22.660 0.000 Supported

4 Discussion and Conclusion

The results of this study showed that as part of the functional elements only perceived
usefulness has a significant relationship with acceptance [15]. It is obvious that
willingness to accept is dependent on whether users feel like the technology would
provide benefits and are useful to them. On another hand, perceived ease-of-use and
subjective social norms are not necessarily pertinent to influence the perception of
users [16]. Users are mainly concerned that in terms of functionality, importantly,
such technology must be useful and beneficial to them as users for them to be able
to accept the use of the service robots. However, it is not necessarily be one that is
easy to use as well as boosting their social status as it will not impact their decisions
on acceptance due to the lack of relationship between these variables.

It is seen that the social-emotional elements are not an essential element in deter-
mining the acceptance level of service robots as are all rejected. As stated earlier,
Al technology are created and implemented to provide sufficient functional benefits
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and in most cases are created with the look of machines rather than humans [39].
This shows that customers do not necessarily concern on the humanness and societal
being of the robots in influencing their willingness to accept the technology. This is
due to the understanding that service robots are machine and not humans, and despite
of the fact, customers may still have tendency to accept the technology.

The relational elements, both trust and rapport have a significant relationship in
influencing acceptance of service robots. As mentioned earlier, these elements are
fundamental in ensuring that customers feel comfortable with the technology [15].
These elements are closely related to technophobia [19]. Customers need to know
that the technology in which the service robots operate are reliable and would not
expose them to any risks that induces fear and reduced acceptance of the technology.

Finally, customers acceptance does have a significant relationship with intention
to use service robots. It is apparent that with the acceptance, users will have the
motivation to use the services if they are made available to them. Thus, industry
players should utilize the availability of the technology such as service robots in
handling the frontline functions in their hotels. Customers seemed to have an intention
to adopt the technology if they can accept it from the usefulness that it provides and
the connection that they are able to form with the service robots. Thus, from a practical
standpoint, it is important for providers of service robots in the industry to ensure
that the technology would be useful for them by providing enough function to help
users to deal with as many things as possible.

Additionally, on top of the implications towards players of the industry, this paper
contributes to the gap to the literature on acceptance of Al in Malaysia especially in
the hospitality and tourism industry. Future research may obtain information on the
actual usage of the technology focusing on samples that have had experience with
such technology. Comparisons may also be made between those with and without
experience in using service robots. As such technology is new in Malaysia, this
paper does come with limitations, however, it does provide an important insight for
industry players, adding literature to the gap of studies in Malaysia and may trigger
more research of this area for hospitality industry in Malaysia.
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Ontology Integration by Semantic M)
Mapping for Solving the Heterogeneity ek
Problem

Moseed Mohammed, Awanis Romli, and Rozlina Mohamed

Abstract In recent years, ontology integration has received an increased focus in
ontology engineering. Ontology integration is a complex process that has some diffi-
culties such as semantic heterogeneity. The goal of this research is to use semantic
mapping to reduce integration complexity and solve semantic heterogeneity. What is
ontology engineering? What difficulties haven’t been solved until now by ontology
integration? What is the effective role of semantic mapping in semantic hetero-
geneity? This research seeks to address these questions. The expected contribu-
tion of this research is to build a comprehensive view of ontology integration and
support interoperability. The significance of using semantic mapping to improve
interoperability on ontology integration is confirmed by researchers.

Keywords Ontology engineering + Ontology integration + Semantic mapping *
Interoperability

1 Introduction

Ontology is a formal specification of conceptualizations and formal explanation
of knowledge [1]. Ontology is created in a branch of artificial intelligence for
knowledge-based systems and established to retrieve information problems [2].
Ontology is generally used in several areas such as semantic web [3], engineering
systems [4], software engineering [5], healthcare information [6], IoT technology
[8], library system [9], knowledge organisation [10], decision-making method [11],
and manufacturing systems [12], as ontology decreases the difficulty of information
and increases its association [13] as well as eases information sharing. Ontology
is used to solve the interoperability problems of multiple domains [14] and create
a knowledge-based system [15]. The significance of using semantic mapping to
improve interoperability in different areas is confirmed by researchers [16—18].
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Ontology integration is a procedure to integrate two or more ontologies to
build a new integrated ontology [17]. Most present ontology integration methods
are restricted for matching between two ontologies [18], and only a few methods
manage more than two ontologies simultaneously [19]. There are two basic stages
for ontology integration which are the matching stage and merging stage. Ontology
integration has been studied over the past two decades, but it remains a stimulating
job, where the applications of ontology integration have been greatly benefited from
in the biomedical area [20] and the Internet of Things [21]. This paper is focused on
heterogeneity problems in ontology integration. There are two types of heterogeneity
in ontology integration, which are schema heterogeneity [22] and semantic hetero-
geneity [23]; however, the researchers have not focused on semantic heterogeneity
[24]. Ontology matching is a real method to address the problem of ontology hetero-
geneity [25]. Ontology matching is the greatest solution to the heterogeneity problem
because it detects matches between semantically related entities in ontologies [20].
Most existential matching solutions depend on schema-level much more than data-
level [26]. The goal of this research is to use semantic mapping to reduce integration
complexity and solve the heterogeneity. Semantic mapping between concepts is very
significant for integration [27], but it is the largest share of unresolved problems and
not used much due to their need for a complex process [20]. Syntactic measures
are the most similarity used because it is easy for implementation [20]; structural
measures are also used while semantic measures are not used much due to their want
for difficult operations [28]. This paper is organised as follows. Section 2 defines
the study methodology. Section 3 describes the ontology engineering background,
explains ontology and the ontology development process. Section 4 presents the
concepts used in the integration of ontologies, which are the matching and merging
of ontology. Section 5 describes the different existing tools of ontology integration.
Section 6 draws the conclusion of this paper.

2 Study Methodology

The guideline that was used to perform the review in this paper was to search for
proceedings from conferences and journal papers in Google Scholar, Scopus, and
Web of Science. The articles focused on the background of ontology engineering,
ontology integration, and semantic mapping. The selected articles were deemed
eligible based on their appropriate studies to provide answers to the research ques-
tions presented in this research, which are: What is ontology engineering? What
difficulties have not been solved until now by ontology integration? What is the
effective role of semantic mapping in semantic heterogeneity?
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3 Ontology Engineering

Ontology is a set of axioms that explains and describes domain entities [26]. Ontology
is a 5-tuple O = (C, P, I, A, I') [20], where C is a set of classes, P is a set of
properties, I is a set of individuals, A is a set of axioms, and I" is a set of annota-
tions. Table 1 describes in detail the components of ontology. Ontology engineering
is a branch of knowledge engineering that studies ontology building methods and
methodologies [29]. Ontology engineering studies the ontology development process
[30], ontology life cycle, ontology construction methods [31], ontology integration
[27], and languages that support them. Ontology integration is a significant subject
of interest in ontology engineering, as referred to in the next section. Ontology
language is a formal language for coding ontology and the user is able to inscribe
strong formal representations of domains. There are several languages for ontology,
such as Resource Description Framework (RDF) [32], RDF Schema (RDFS) [33],
and Ontology Web Language OWL [34].

Table 1 describes the components of ontology which is a set of objects that has
static and dynamic parts. The static part of ontology concerns the structure that is
modelled within a particular field such as classes and properties, and the dynamic part
revolves around reasoning, inferences, and deriving new facts from already known
facts such as axioms and rules.

Table 1 The ontology components

Item Description
Classes Set of objects that are grouped according to common features
Properties Set of features or characteristics of the object

Individuals Set of instances of classes in the real world which are also called terms

Relations Set of relationships that provides logical connections between individuals or
classes that describe the relation between them

Axioms Set of axioms used for checking the consistency of ontology or inferencing new
information based on rules in a logical form

Annotations | Set of annotations that provides metadata for information to be understood

Function Set of structures molded by definite relationships that may replace individual
terms with extra complex terms

Restrictions | Set of official declarations that describe what must be true for some declarations
to be measured true

Rules Set of sentences (if-then statements) which defines inferences that are extracted
by confirmation
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4 Ontology Integration

Ontology integration is a critical task in ontology engineering. Ontology integration
is the procedure to merge two or more ontologies with the goal of building a new
integrated ontology [27]. There are many terms regarding ontology integration such
as matching, merging, mapping, and relationship that are unclear and at times unused.
So, Table 2 provides a description for each term. Ontology integration includes three
different cases [27]: (1) Develop a new ontology by reusing ontologies; (2) Create
a new unified ontology by integrating different ontologies; and (3) Integrate various
ontologies into a single application to describe or apply a knowledge-based system.

Ontology integration approaches contain two basic stages [11]: First, a matching
stage that resolves differences by recognising semantic similarity between the
different elements. Second, the merging stage that achieves the outcome of the
matching stage by merging or linking matching elements to create a new united
vision. Ontology matching approaches are simple matching [35] and complex
matching [36]. Ontology merging approaches are simple merge [26], full merge
[18], and symmetric merge [37]. Ontology integration has been widely and effec-
tively applied in biomedical [23] and the Internet of Things, while there is a great
lack in manufacturing [18].

4.1 Ontology Matching

Ontology matching is the method of identifying the semantic correspondences of
entities in different ontologies. Similarity measure is critical for matching ontology
methods [24]. There are three categories of similarity measures as shown in Table 3,
which are syntactic measure, structure measure, and linguistic measure. These will
be presented in detail in the next section.

Table 2 Ontology integration terms

Terms Description

Matching | Determining the semantic matches of entities in different ontologies, which is an
active way to address the problem of ontological heterogeneity

Merging Building complete ontology by integrating knowledge from other ontologies

Mapping | Mapping an equivalence correspondence which named mapping rules when they
are read as ontological declarations or axioms

Relation Giving a correspondence for integral relation such as the equivalence,
subsumption, and disjointness
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Table 3 Describes similarity measures categories

Author Measure 1 Measure 2 Measure 3

[36] Terminological mapping Structural mapping Semantic mapping
[20] Syntactic measure Taxonomy measure Linguistic measure
[38] Statistics techniques Logic techniques Linguistics techniques
[39] Terminological techniques Structural techniques Semantic techniques
[40] Syntactic similarity Structural similarity Linguistic measure
[41] Syntactic techniques Lexical techniques Semantic techniques
[42] Syntactic measure Structural measure Linguistic Semantic

Table 4 Ontology integrating tools

Tools Description

GTM Graph Theory Model is a division of separate mathematics which are education graph
models and their characteristics. Graphs are mathematical network like models
collected of two sets, V (set of apices/nodes) and E (set of edges/arcs)

CBM Context-Based Measure is to match big rule ontologies, where the measurement of
lexical similarity in ontology matching is performed using WordNet

ANN Artificial neural networks are computational systems stimulated by the human brain. It
has proven its suitability for ontology matching

Protégé | Protégé is a tool used for matching ontologies to get similar classes, objects, and
instances

4.1.1 Syntactic-Based Measures

There are two syntactic measures that are mostly used which are String Metric for
Ontology Alignment (SMOA) [43] and Levenshtein [20]. Assumed two strings x 1
and x 2, the SMOA similarity is defined as follows:
SMOA(x 1, x 2) =comm(x 1, x 2) —diff(x 1, x 2) + winklerImpr(x 1, x 2)(1).
where comm(x 1, x 2) stands for the common length of x 1 and x 2, while diff(x
1, x2) for the different lengths and winklerImpr(x 1, x 2) is the improved approach
proposed in [43].

4.1.2 Linguistic-Based Measures

Linguistic similarity between two strings is determined by considering semantic rela-
tionships (such as synonyms and hypernym) that typically require the use of thesaurus
and dictionaries. WordNet is widely used as an electronic vocabulary database that
collects all meanings of different words [24]. For example, two words d1 and d2,
Linguistic Similarity (d1, d2) equals:
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1 if Words D1 and D2 Are Synonyms in Wordnet.
0.5, if word d1 is the hypernym of word d2 or the opposite is true in Wordnet.
0, otherwise.

4.1.3 Structure-Based Measures

Structure-based measures are to make full use of the ontology hierarchy relation to
determine the similarity between two entities by considering the similarity of their
neighbours (parents, children, and siblings) [44] or have similar instances [42]. For
example, if entities el in Q1 and e2 in Q2 are properly matched, then the neighbours
of el are probable match neighbours of e2. When the correspondences linking the
neighbours of el and e2 have a self-assurance rate, the correspondence (el = e2)
may be correct. Semantic mapping between concepts is very significant for inte-
gration [27]. Syntactic measures are the most similarity used because it is easy for
implementation. Structural measures are also used while semantic measures are not
used due to their want for complex operations.

4.2 Semantic Mapping

Semantic mapping of a particular correspondence can be a relationship [26], like
equivalence relationship (=), subsumption relationship (= or C), disjointness rela-
tionship ( &), and overlap relationship ( »). Relationships are identified by the next
signs: “ = 7 (is equivalent to), “ > ” (includes or is more general than), “ < ” (is
included by or is more specific than), and “%” (disjointness with).

4.2.1 Equivalence Relationship

The equivalence relationship among two classes C and D indicates that all cases
of C are also cases of D, which means that together, the classes have a similar set
of entities. The equality relationship that holds between two properties P1 and P2
means that an individual x is linked to an individual or literal data together by P1
and P2. Equivalence relationship between two entities z and w means that entity z is
same/equivalent/duplicate to entity w.

4.2.2 Subsumption Relationship

An implicit relationship between classes C and D means that the set of cases of C
is a subgroup/super group of the set of cases of D. Subsumption relationship land
among two properties P1 and P2 means that if an entity z is linked by P1 to an entity
or a data accurate w, then z is linked by P2 to w.
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4.2.3 Disjointness Relationship

A disjointness relationship between two classes C and D means that cases of C are
absolutely not cases of D. A dissociation relationship between two properties P1 and
P2 means that no entity z is linked to a single individual or literal data by P1 and P2.

Equivalence and disjointness are the simplest types of relations, then comes the
subsumption relations [45]. Equivalence and subsumption are the simplest relation-
ships, followed by disjointness relationship [46]. Integration approaches must deal
with a variety of semantic relationships.

4.3 Ontology Merging

The merging phase is the process of merging the nominated input ontologies into an
integrated ontology. The goal of merging is to build a more comprehensive ontology
on a topic, and to gather knowledge in a coherent way from other ontologies on
the same topic [27]. There are three kinds of ontology merging which are simple
merge that is bridge ontology, full merge that is semantically equal, and symmetric
merge that is really ontology enhancement. Ontology merging facilitates creating
an ontology, support assistance, and growth semantic interoperability. The main
violations in ontology merging are [46] incoherence, inconsistency, and redundancy
(structural and relational). Ontology incoherence means that there are unsatisfying
classes and properties in merging ontology, which reduces its performance and makes
it unclear and unusable. An inconsistency in integrated ontology occurs as a result of
unintended repercussions of logical inferences that are still hard to discover, under-
stand, clarify, and fix in advance. Structural redundancy or semantic redundancy
happens in class hierarchy, where more than one path exists from the root to the leaf.
Relational redundancy occurs due to the complete merge of entities or by the adding
of equality relationships that connect diverse entities in merging ontology.

5 Ontology Integrating Tools

Several tools have been developed to integrate ontology, particularly for the matching
process, such as Graph Theory Model (GTM) [47], Context-Based Measure (CBM)
[48], Artificial Neural Networks (ANN) [28], and Protégé [49], as shown in Table 4.

6 Conclusion

This paper aims to review ontology integration and some related features that belong
to the field of ontology matching. The paper reviewed literature on ideas, methods,
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several subjects, and future work in the ontology integration field. Most present
ontology integration methods are restricted for matching between two ontologies,
as only a few methods can manage more than two ontologies simultaneously. The
greatest research work in the field of ontology matching remains concentrated on
identifying simple equality correspondences among ontological entities which are the
easy cases of ontological matching. Limited systems attempt to discover additional
difficult correspondences or account for unequal relationships, like subsumption and
disjointness. This study is expected to contribute to building a comprehensive view
of ontology integration and interoperability support in many areas.
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Sentiment Analysis Online Tools: ®)
An Evaluation Study T

Heider A. M. Wahsheh® and Abdulaziz Saad Albarrak

Abstract A sentiment analysis tool interprets text chats and assesses each opinion’s
style, purpose, and feeling. The tool can better understand the context of users’
discussions, allowing the client service team to classify client feedback accurately.
This is especially valuable for companies that actively address clients’ inquiries and
complaints on social media, live chat, and email. Despite its vitality for business,
there is still a challenge to decide the sentiment behind the content, especially for the
Arabic language. Although most are not available for public usage, many sentiment
analysis models and tools are developed in the literature. However, there is a lack
of research identifying these tools’ practicality for the Arabic language. This paper
investigates two pure online Arabic sentiment analysis tools by employing a sizeable
Arabic dataset in the experiments. Prediction quality measurements were utilized to
assess these tools. The yielded results recommended Sentest SA as a promised tool
for detecting sentiment analysis polarity for the preprocessed Arabic social network
contents.

Keywords Sentiment analysis - Polarity - Prediction quality measurements *
Experimental evaluation

1 Introduction

Social networks investigation has appeared as one of the most general research
ideas, mainly due to the extensive daily social media posts. Powerful subproblems of
social networks study contain sentiment analysis (SA) and intent detection on social
network content [1]. Social networks are websites that provide billions of web users
to share a common interest [2]. Social networks allow users to share files, photos, and
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videos, create posts, send messages, and conduct instant messaging conversations
[3]. In recent years, social networking occupied a significant position in the virtual
world. The increased number of social network users led to dynamically changing
decision-making factors [2]. The diversity of social networks includes different plat-
forms such as Snapchat, Instagram photo-sharing, Twitter, and Facebook. Various
services and tools attracted many Internet users to use it to become the largest social
media platform worldwide. Today, many worldwide who share and use the Internet
for the first time have become a social networking platform, especially Twitter of the
first experiences in using the Internet in general [4]. No one can deny the impact of
social networking powers and growth on all countries, especially during the COVID-
19 pandemic. It affects society, economy, politics, education, and other pillars of
nation-building [5, 6]. Approximately 90% of Arab youths utilize social networks,
compared to the international population usage of under 60%, according to [7].

Moreover, recent studies of the Arab world highlighted that 75% of social network
users’ consumption on Facebook, Instagram, Twitter, and TikTok had increased due
to social distancing during and behind the COVID-19 pandemic [4]. Many organiza-
tions focus on collecting and extracting users’ opinions for different fields, especially
marketing and advertising, to understand the impact of these ideas on economists
and public relations [8]. Sentiment analysis belongs to the data mining area that aims
to understand, analyze, and extract the users’ needs from their social comments or
tags [9]. These days, sentiment analysis is considered the primary source of accurate
information from many people without asking them to fill out direct surveys [10].

Sentiment analysis is one of the most fulfilled tasks in natural language processing
(NLP), The significant difference between Arabic and English NLP is the prepro-
cessing phase [11-13]. There are multiple developed sentiment analysis prototypes
and models in the literature, but most are not available for use [14—17]. Despite
the Arabic language being one of the world’s most spoken languages, it receives
little attention regarding online sentiment analysis tools and APIs [18, 19]. Two
previous studies [18, 19] presented comparisons of online tools that support the
Arabic language. This study investigates two pure online Arabic sentiment analysis
tools [20, 21]. A sizeable Arabic dataset was applied in the experiments. Predic-
tion quality measurements evaluated the results to find the best recommended online
Arabic sentiment analysis tool among several data collections.

The remainder of this study is organized as follows. Section two presents the
research methodology. Section three explores the experiments and evaluation perfor-
mance. Section four illustrates the discussion. Section five concludes the paper and
suggests future work.

2 Research Methodology

The primary purpose of this paper is to assess two pure Arabic sentiment analysis
online tools among several datasets. The framework includes the following steps:
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e (ollect a dataset of Arabic social networks (i.e., Facebook and Twitter) textual
content that uses Modern Standard Arabic (MSA) and slang in the Arabic
language.

e Perform preprocessing steps and construct Arabic polarity (positive, negative, and
neutral) lexicons and employ them to perform the class labeling of the collected
dataset automatically.

e Conduct experiments to test two SA tools: Sentest [20] and Mazajak [21].

e Evaluate and compare Sentest [20] and Mazajak [21] results using prediction
quality measurements.

e Discuss the yielded results and highlight the recommendation for Arabic sentiment
analysis.

2.1 Arabic Social Networks Dataset Description

Some of the earlier studies in the literature collected data and labeled the polarity
as negative, positive, or neutral manually [22, 23]. With the increase in the volume
of comments and posts on social networks in various fields, and to evaluate the
polarity performance of pure online Arabic sentiment analysis tools, it has become
necessary to collect data automatically and determine its polarity. A crawler is devel-
oped to automatically build an Arabic social networks dataset of 21,000 Arabic
comments. This crawler targets Twitter and Facebook users’ tweets, posts, and
comments depending on specific keywords related to the COVID-19 pandemic [5,
6]. The collected dataset contains modern textual standard Arabic (MSA) reviews,
Arabic dialects (i.e., Jordan and Gulf countries), and emoticons. The total number
of positive, negative, and neutral reviews was distributed equally to have a balanced
dataset, with 7000 reviews for each polarity. The significant difference between
Arabic and English NLP is the preprocessing phase [ 11-13]. For our collected dataset,
we perform several preprocessing steps as follows [14]:

e Remove non-Arabic text, symbols, and punctuations.

e Normalize similar characters (i.e. (Alif, “j o ‘s ) to (Bare Alif, “I"), (Taa’, haa’,
“50”) to (Haa’, “”), (Yaa’, “, s <) to (Yaa’, “”).

¢ Remove Kashida (extended letter): refers to (*“ Tatweel” J;skas,” or “lengthened”)
which is a style of explanation in the Arabic language and some other scripts.
The Unicode standard sets code point U + 0640, and it expands the length of
particular words by using the elongation () in a font. For example, the term
(Nice “ J—.o>") is converted to the same term (Nice “_J..="), same meaning but
without the lengthened.

e Remove Arabic stop words.

e Tokenize Arabic text.

We employed the polarity lexicons, including text and emoticons collected in [3],
as 1000 positive, 1000 negative, and 350 neutral words/phrases. We set an algorithm
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to automatically label the collected dataset according to the polarity lexicons, mainly
based on Term Frequency (TF). Figure 1 explores the adopted polarity algorithm.

In this paper, we considered every emoticon as a single feature; our lexicons
convert the polarity for the words or phrases if the negation keywords [14] such as:
(no, “Y (“and (not, ") ") appeared in the text before them.

Input:

TR: Textual Review

PL: Set of Positive lexicon with emoticons.

NL: Set of Negative lexicon with emoticons.

NUL: Set of Neutral lexicon with emoticons.

Output:

PO: Polarity Outcome.

Initialization:

P_TF= 0, where P_TF is the TF for the positive review.
N_TF=0, where Neg_TF is the TF for the negative review.
Neut TF_W =0, where Neut_TF is the TF for neutral review.

Begin
1.  Read TR
2. Foreach TR:
3. Remove punctuations from Arabic characters.
4. Remove stop words.
5. Normalize similar characters.
6. Remove anextended letter
7. Divide TR into w word tokens.
8.  For each w, Search for similar w in PL, NL.
9. If win PL, then
10. P TF=P TF +1
11. PO= Positive
12. Else If w in NL then
13. N TF= N TF+1
14. PO = Negative
15. Else
16. Neut TF = Neut_TF +1
17. PO= Neutral
18. End If
19. EndIf
20. End For

21. If(P_TF> N_TF) then

22. PO=Positive

23. Else If (N_TF> P_TF) then
24. PO = Negative

25. Else

26. PO = Neutral

27. EndIf

28. Write PO to the final result file.
29. End For

30. End

Fig.1 Textual reviews polarity algorithm
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Fig. 2 The Sentest main L
interface

seliall 3ya5 81l

eliall a3 Ll bl 6 fyag gad Ja elasll o seliiall yam 3lal &yt

seliiall 3yass

2.2 Arabic Sentiment Analysis Online-Tools

This subsection presents the two pure Arabic Sentiment Analysis Online tools:
Sentest [20] and Mazajak [21]. These two tools are dedicated only to the Arabic
language, not like the previous studies in the literature [18, 19]. Sentest is a part
of the Arabic Tools collection specializing in analyzing sentiments in Arabic texts.
It categorizes results into three groups: positive, negative, or neutral, depending on
the analysis of the entered text. It gives a percentage certainty of the decision of
each sentence [20]. Figure 2 presents the simple main interface of Sentest, with an
example of positive polarity (SJ | 5% wiiewzl) means (Well done, thank you), which
yielded 100 percent.

Mazajak is a free online Arabic sentiment analyzer based on a deep learning
model which conducts accurate outcomes among several Arabic dialect datasets [21].
The Mazajak tool indicates one of three sentiment classification classes (positive,
negative, neutral). Figure 3 presents the simple main interface of Mazajak, with an
example of neutral polarity (ssaxe Ug,sS <l>a).) means (There are Multiple corona
vaccines.).

Both Sentest and Mazajak have friendly and straightforward interfaces. Still,
Mazajak offers several features, such as testing the sentiment analysis for each
sentence or file of several sentences or submitting a Twitter account and getting
an analysis of the user account. Mazajak allows user feedback after deciding on the
polarity [21].
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Input Sentence:
Sentence: atale Uy 58 Calil

| get sentiment!

The predicted sentiment for the sentence .t U, 8 claliljs:

Neutral

Fig. 3 Mazajak main interface

3 Experiments and Evaluation Performance

To evaluate the SA online tools’ performance, we used the following measurement:
Accuracy, True Positive (TP), True Negative (TN), False Positive (FP), False Negative
(FN), Precision, Recall, and F-Measure (F-M) as shown in formulas (1)—(4) [1].

Correctly Predicted(T P + T N)
Accuracy; = - @))
Total no of observations (TP + FP +TN + FN)

Correctly predicted positive obsevations (7 P)
Recall; = - (2)
Actual observations (TP + FN)

.. Correctly predicted positive values (T P)
Precision; = —— — - 3)
Total no of predictive positive observations (T P + F P)

2(Recall * Precision)
F — measure = — 4
(Recall + Precision)

The overall results showed that Sentest accuracy is better than Mazajak by more
than 7%, yielding 84.76% and 77.34%, respectively, as shown in Tables 1 and 2.

In the detailed results, we can find that because of configuring the used dataset
by removing normalization and Kashida, Sentest recognized all polarity classes with
high accuracy results. Sentest incorrectly identified any keywords change as neutral

Table 1 Detailed results for Sentest SA Tool

Class TP FP Precision Recall F-M
Positive 0.858 0.138 0.756 0.858 0.804
Negative 0.732 0.075 0.830 0.732 0.778
Neutral 0.953 0.016 0.968 0.953 0.961
Weighted 0.848 0.076 0.852 0.848 0.848
AVG
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Table 2 Detailed results for Mazajak SA Tool

Class TP FP Precision Recall F-M

Positive 0.978 0.311 0.611 0.978 0.752
Negative 0.432 0.011 0.950 0.432 0.594
Neutral 0911 0.017 0.963 0.911 0.937
Weighted AVG 0.774 0.133 0.842 0.774 0.761

without removing normalization or Kashida of the dataset. Mazajak tool was capable
of classifying positive successfully with an accuracy of 97.8%, which is better than
Sentest (85.8%). Mazajak tool detected neutral polarity with close accuracy results
of Sentest, as 91.1% and 95.3%, respectively.

In contrast, Mazajak could not obtain high accuracy results for detecting negative
class and yielded only 43.2%, as shown in Table 2. This might be due to the Mazajak
dealing with the negation keywords and failing to consider them to convert positive
words to negative meaning if they are used within content. We examine the highest
overall TP values, precision, recall, and F-measure when comparing the tools.

On the other hand, the FP rate should be minimized. According to this, Tables 1 and
2 present that Sentest obtained better outcomes for all classes. The weighted average
results recorded 0.848 for TP for both recall and 0.858 for precision. F-measure
yielded 0.848 and less than 0.076 for the FP.

4 Discussion

The vogue of free online SA online tools and the minor studies prove that the reality of
these tools rises to the present work. A larger Arabic dataset conducted the evaluation
comparisons of two free Arabic SA online tools. We notice that Sentest did not
perform normalization or Kashida, which are considered one of the main steps in
the preprocessing phase for Arabic sentiment analysis research. We have already
configured the used dataset with normalization and Kashida preprocessing before
conducting the experiments. Otherwise, the Sentest would not have achieved good
results for positive and negative classes since it does not preprocess the content and
considers it neutral even if the content is positive or negative. The main important
feature of Sentest is that it considers the Arabic negation words to represent all the
words that negation features. Arabic negation keywords such as: (no, ¥, and, not, oJ)
convert the sentiment polarity state to an opposite form.

The Sentest is missing features that make it more attractive to other researchers,
such as allowing reading from a file. Mazajak appears more professional in design
and accepts tasks from files or Twitter accounts. It adopts deep learning models
and does not need to pre-configure data about the normalization process. The nega-
tive side of Mazajak did not convert the meaning when Arabic negation keywords
appeared in the content. The most serious issue in social networks is that some
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content includes spam (irrelevant) information [24]. A large percentage of news
in Arabic provides utterly false statements over social networks. There are several
studies conducted and dedicated to the content of Arabic spam [25-32]. In these
studies, the researchers underline the Arabic spam techniques such as keyword
stuffing and attractive words. They mainly used spam links, content features, and
behavior by machine and deep learning models to filter and detect these reviews.
Further Sentiment analysis online tools should consider adopting the promising
models and topic-reviews similarity approaches for spam detection methods. Excep-
tionally, spam content could be harmful not with false information but by propagating
malicious content over social networks [33].

5 Conclusion and Future Works

Sentiment analysis is the main issue of text classification, and many algorithms
attempt to categorize and identify the opinions into three main polarity types: positive,
negative, and neutral. Using an Arabic social network data collection consisting of
21,000 tweets/comments, the study examines two online Arabic sentiment analysis
tools. Prediction quality measurements were employed to evaluate these tools, and
the obtained outcomes recommended the Sentest tool as a promised tool to be used if
the text is preprocessed. Future work could expand the effort by utilizing additional
commercial online tools among several datasets. Moreover, we aim to extend the
study by using statistical parsing [34] and functional lexical grammar methods [35].
As well as discussing multiple social media topics such as news and sports will add
valuable contributions [36].
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Van Duc Dung and Phan Duy Hung

Abstract In recent years, Deep Reinforcement Learning has made great progress
in video games, including Atari, ViZDoom, StarCraft, Dota2, and so on. Those
successes coupled with the release of the ML-Agents Toolkit, an open-source
that helps users to create simulated environments, shows that Deep Reinforce-
ment Learning can now be easily apply to video games. Therefore, stimulating the
creativity of developers and researchers. This research aspires to develop a new
video game and turn it into a simulation environment for training intelligent agents.
Experienced it with tuning the hyperparameters to make the agent getting the best
performance for a final commercial video game product.

Keywords Reinforcement learning - Proximal policy optimization -+ ML-agents *
Tank-game

1 Introduction

Reinforcement learning (RL), one of a training method of machine learning that is
inspired by the way in which humans and animals learn and adapt to the environment.
The basic working principle of this method is based on the reward and agent received
through the results of a sequence of actions. That is to say, the agent learns by trial
and error, and the reward guidance behavior obtained through interaction with the
environment aims to make the Agent get the maximum reward [1]. In some aspects,
it is comparable to supervised learning in that developers must offer algorithms well
defined goals as well as set rewards and punishments. Therefore, explicit program-
ming is a more mandatory requirement. In the process of training, the algorithm will
be provided with very little information. So RL usually has a longer time to reach the
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optimal solution than other methods. In this way, RL improves the strategy mainly
through its experience in exploring the environment and making mistakes [2].

Inrecent years, we have seen many breakthroughs in artificial intelligence. Almost
25 years ago, an Al had defeated the strongest chess player for the first time in history,
surprising the whole world [3]. Twenty years later, in 2016, AphalGO, a computer
once again beat humans at Go. A board game whose total number of moves could
be more than the number of atoms in the universe, a thing that was once thought to
be impossible [4]. Not stopping there, two years later, OpenAlFive was developed to
play a game even more hardened: Dota2. A real-time strategy game with a complexity
of several tens to several hundred times Go and chess [5]. OpenAl has opened a new
era for the artificial intelligence industry with many possibilities.

To create OpenAlFive, the OpenAl team introduced a new class of reinforcement
learning algorithms called Proximal Policy Optimization (PPO), which outperforms
state-of-the-art techniques while being significantly easier to deploy and tweak [6].

Given an environment that delivers valuable and realistic observations for an agent,
reinforcement learning produces excellent results. The environment design requires
an easy and highly configurable tool to imitate real-world ideas and test researchers’
theories. Unity, one of the most popular gaming engines globally, bills itself as an
ecosystem that offers a global real-time platform with detailed physics and complete
usability to meet research demands. Engineering, entertainment, customer service,
and other fields use the research outputs, which subsequently appear in instructional
simulators and mobile or VR applications with multi-platform compatibility [7].

In order to provide all the necessary information for agents and meet the needs of
research and easy environment creation, Unity has published ML-Agents toolkits. It is
open-source that allows researchers and developers to create an emulator environment
on the Unity editor for interacting with them through a python API. The toolkit helps
us define objects and events in the environment handled by C# scripts which then log
and connect to the python algorithm. One of the critical components of the toolkit
is Soft Actor-Critic (SAC) and PPO, which this research will utilize [8]. Although
PPO is a state-of-the-art approach, in many cases, especially when the interaction
in the environment becomes complex, it will be difficult for the agent to find the
optimal solution. For example, in the very first learning stage, the agent exploration
is represented by random actions, which may lead to sparse rewards. In numerous
instances, the sparseness of the rewards can make the agent hardly improve its policy
and get stuck in random actions loop. We can add more rewards to instruct the agent
on such complex problems. Or we can start from a simpler environment and then
gradually increase its complexity. This concept, called Curriculum Learning, has
been shown to reduce training time and quality of local minima significantly [9]. In
ML-Agents Toolkit, environment parameters may be added and changed during the
training process. A curriculum is made of a sequence of lessons triggered by certain
completion requirements. Each criterion should have a threshold to decide when the
lesson ends for the chosen measure (e.g., cumulative reward or step progress). It is
also possible to choose a minimum lesson duration and signal smoothing. Overall, a
good curriculum lesson will result in less training time and better optimal behavior.
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This paper aims to study how RL acts as arobot under Unity’s ML-Agents. Specific
tasks include target aim, collection of objects, and obstacle avoidance. We designed a
new environment and made incremental improvements when we included DRL in the
problem. Implementations include environment design, learning process and algo-
rithm tuning for the best possible results. Then, we consider the possibility of trained
intelligent agents as an alternative to hand-scripted bots for diverse interactions to
player for a better commercial video game product.

2 Methodology

Self-play can be used with implementations of both Proximal Policy Optimization
and Soft Actor-Critic. However, because the opponent is always changing, many
scenarios appear to exhibit non-stationary dynamics from the viewpoint of a solitary
Agent. Self-play has a high risk on causing serious problems with SAC’s experience
replay system. As a result, users are advised to utilize PPO [10].

2.1 Environment Design

Tank Battle plays out on a square map surrounded by four walls with two tanks
shooting each other. Each tank has to move around the map to find the enemy, avoid
rocks, take health packs, and align the cannon angle accurately; the game ends when
one of them is eliminated or the time runs out. When the time runs out, that match
is considered a draw. There are two main parts of the tank, the body and the turret
(Fig. 1).

Fig. 1 Turret and body of the tank
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¢ Body. The tank can move like a standard 4-wheel car, including actions: forward,
backward, turn left, turn right. However, in this study, to reduce the complexity,
the Agent will always move forward and cannot stop (can still turn left or right
20 degrees) and only automatically goes back for a fixed time after colliding with
an obstacle.

e Turret. The turret is fixed on the vehicle’s body and can rotate 360 degrees.
(include two actions: rotate clockwise and counterclockwise). In addition, there
is a cannon on the turret, from which the bullets are fired. Cannon can adjust the
angle up and down to 5 and -5 degrees. Therefore, to accurately shoot the target,
the Agent needs to skillfully align both the angle of the turret and the cannon. To
aid in accurate aim, a ray cast from the cannon beams straight in the direction it
is facing to the first object it hits, indicating the distance from the cannon to that
object.

2.2 Environment Learning

Although the game is designed for humans to receive information through visual
input (Fig. 2), the Agent observes the environment through numbers to minimize
calculation and neural networks complexity. The game is designed for players to
control the tank from a third-person perspective using input devices like mouses and
keyboards. On the other hand, the Agent observes the environment through position,
vector to the enemy, and distance provided by the Unity game engine at each time
step (Table 1). It is considered to normalize all components of the agent’s Vector
Observations for a best practice when using neural networks, so all information is
adjusted to range [-1, 4-1]. For a sequence of acts that lead to a match win, we give the
Agent a reward (or a punishment). Table 2 lists all of the outcomes rewards that we
identify. In experiment, we maximize the reward function that includes extra signals
such as colliding with obstacles and collecting health packs. When computing the
reward function, we also use a method to take advantage of the problem’s zero-sum
construction—for example, we symmetrize rewards by deducting the reward gained
by the enemy.

For tracking obstacles and finding health packs, the Agent used RayPerception
Sensor whose total size of: (Observation Stacks) * (1 + 2 * Rays Per Direction) *
(Num Detectable Tags +2) =1 * (1 + 2 *5) * (2 4+ 2) = 44 (Fig. 3).

During inference mode, the agent’s policy will determine the actions that map
the current situation based on the information gathered from Vector Observation and
Ray Perception Sensor. The reward in reinforcement learning is an indication that the
agent has made right series of actions. According to these rewards, the PPO algorithm
optimizes the agent’s decision to maximize the cumulative reward over time. The
training is divided into Episodes, each Episode is a Tank Battle match. When a match
ends, all environments and reward points will be reset and a new Episode begin.
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Fig. 2 Tank battle’s human “observation space”

Table 1 Vector observation

Current position (X, z) 2
Current health percent 1
Turret’s vector direction (X, z) 2
Vector from itself to enemy (X, z) 2
Fire bullet cooldown 1
Distance from the cannon to the first object that raycast hits | 1
Cannon angle 1
Enemy’s current health percent 1
Enemy’s velocity (x, z) 2
Distance to enemy 1
Total 14
Table 2 Shaped reward weights
Name Reward | Description
Shooting accurately | 0.1 Each bullet that hits the enemy will get a reward
Collect a health pack |3
Collide with obstacle |- 1 Collide with walls or rocks
Turret direction 0.003 Every step if the turret’s direction is facing the enemy
Penalty per step — 0.0001 | This penalty is applied every step for making the Agent kill
the enemy faster
Win 2
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Fig. 3 Ray perception sensor

3 Experiments and Results

The statistics were saved by ML-Agents Toolkit and monitored via TensorBoard
during the learning lesson. It gives us the ability to track and evaluate the learning
process through data that has been visualized. Over the whole step count, a graph
illustrates each separate training run with chosen metrics.

In the first lesson of Curriculum Learning, the environment will not contain rocks
as obstacles for the agent to learn to shoot and not hit walls only. After about 3 million
steps, the mean reward is at its peak. The environment starts to add some obstacles,
increasing the amount gradually proportional to the mean reward. (Fig. 4).

In Fig. 4, the reward starts from 0, gradually increases to a peak of 4 in between
steps 1 M and 2 M, then gradually stabilizes and maintains the oscillation amplitude
from around 3. This result happens because there are not only the rewards received

Fig. 4 Tracking of Cumulative Reward
environment metrics tag: Environment/Cumulative Reward
(cumulative reward)
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after each right action. The Agent also gets a 4+ 2 reward for each game they win.
With self-play, the opponent of the Agent will be the most recent version of itself
(defined by play_against_latest_model_ratio = 0.65). When the policy improved,
the Agent’s opponents grew more assertive, making each episode ending in win/lose
more pronounced.

Because of this reason that it is not reliable to evaluate policy improvement through
the Cumulative Reward metric, the ML-Agent toolkit provides users with another
metric to evaluate Agents in self-play called the ELO rating system. However, to
use it, the Agent’s reward must be designed in a zero-sum game, and the structure
of winners with a positive reward, negative for losers, and O for a tie. This type of
reward has been implemented by using ’SetReward()’ to negative two if the Agent
loses. Unfortunately, this implementation makes the learning unstable. Experiments
show that after training the Agent to learn the game’s basic rules in the first lesson of
Curriculum Learning, the Agent knew to turn the cannon at the enemy and avoid the
wall to optimize the reward. But later on, somehow the above reward shape made the
Agent behavior become weird. They did not spin the turret in the right direction of
the enemy anymore. They just roamed around in the environment and shot aimlessly.
Agent evaluation becomes more difficult without the ELO metric because empirical
observations must be applied more frequently. The mean length of the episode (Fig. 5)
shows that Agents are killing each other much faster, meaning they are learning
to shoot more precisely. However, after adding obstacles, projectiles are regularly
blocked, causing the episode’s length to increase dramatically and decrease over
time.

Entropy, which measures the unpredictability of Agents’ decisions, is another crit-
ical metric for evaluating the policy. As the training progresses, it steadily declines,
indicating a well-selected beta hyperparameter. According to Fig. 6, the more training
Agent has, the less random actions Agent will have.

One important note is the Normalize hyperparameter in the configuration file.
This hyperparameter is recommended to use only when there are continuous actions.
It is even said to be harmful with more straightforward discrete control problems.

Fig. 5 Tracking of Episode Length
environment metrics tag: Environment/Episode Length

(episode length)
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Fig. 6 Entropy metrics Entropy
tag: Policy/Entropy

In comparison, all of the actions in this study are purely discrete actions. Experi-
ments show that, after only about the first 250 k steps, the neuron network somehow
converges fast to some weird local minimum. Making the Agent’s behavior selects
only one action in each action branch. Expressly, they only turn in one direction,
go in a circle, and constantly rotate the turret clockwise. They do not even fire any
bullets. This issue is entirely resolved after the hyperparameter switches to True.

4 Conclusion and Future Works

This study demonstrates the performance and possibilities of intelligent agent training
by ML-Agents Toolkits. The Agent was able to learn the basic rules of the game
quickly. It can avoid obstacles and walls, collect health packs, and face its turret
toward the enemy. However, the way the Agent observes their surroundings is not
visual observations, which is very costly, making shooting a complex problem. As
humans play the game through a screen and control their tank by keyboard and
mouse, they can effortlessly aim and shoot precisely to trounce the Agent. Although
we can make the Agent to do even better if we increase the hidden units and improve
its observations, it is quite hard for the Agent to play the game as good as human.
The reason is due to limitations of ML-Agents itself. We can configure the training
by changing Hyperparameters in the configuration file but interfering in the neural
network too deeply is not allowed. Therefore, we can conclude that ML-Agents
Toolkit and Unity engine still have high potential for commercial in video games.
However, the more complex the environment is, the harder the agent to learn. So
causal games are most likely the best suit for this commercial due to its simplicity.
We would like to add more agents and make Tank Battle a Cooperative game
for further work. In addition to shooting each other and collecting health packs,
agents on the same team can also fire special bullets to heal teammates and diversify
interactions and tactics. Moreover, we will also alternate entirely current the vector
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observation to visual observation by adding a camera following the turret so that
the Agent can learn the ability to aim more precisely, and apply the RL methods to
machine learning problems such as [11-13].
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An Insight of the Nexus Between )
Psychological Distress and Social ek
Network Site Needs

Mei Peng Low @ and Siew Yen Lau

Abstract The passage of time has brought mankind to a seamless communication
universe with informational technologies and social network sites (SNS). This study
examines the correlation between psychological distress and SNS among the general
public. Five SNS needs were examined. Quantitative research design specifically a
cross-sectional approach with a self-administered questionnaire was used to reach
to the pool of respondents. Purposive sampling method was applied. A total of 210
responses were collected from Malaysians aged 18 and above. The findings reveal
that overall psychological distress has led to the SNS needs with personal integrative
needs (B = 0.332) emerged as the core needs followed by diversion need (B =
0.241), affective needs (p = 0.239), social interactive needs (f = 0.210) and cognitive
needs (B = 0.197). While bulk of the studies examines the use of SNS leading to
psychological distress, the current study empirically relates psychological distress as
the antecedents of SNS usage. The findings offer insights to the respective authorities
and mental associations for drawing up recouping strategies and programs to cope
with mental health issues via SNS.

Keywords Social Network Sites (SNS) + SNS needs * Psychological distress

1 Introduction

The internet is a product of technological innovation that connects the global wide
area network and computer systems worldwide [1]. The advent of new technological
revolution has augmented the internet’s functions to be more visible and influen-
tial. As a result, people are greatly impacted by technological innovation. Recently,
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social network via the internet platforms, namely social network sites have become
prevalent. In fact, the influences have cascaded to economic advancement, human
life, and social development [2]. The evolution of internet and social network sites
coupled with technological innovations are immersing into all aspects of human
society, extending to international relations, and the international strategic pattern.
The work by Al-Qaysi, Mohamad-Nordin, and Al-Emran [3] have highlighted the
perverseness of SNS in particular the Facebook usage.

SNS was an internet-based service that allowed users to establish a public or semi-
public profile within a limited system, articulate a list of other users with whom
they share a connection, and get their list of connections within the system [4].
The dynamic nature of the internet has altered the definition of SNS over the last
25 years. Recently, Aichner et al. [4] defined SNS as a networked communication
platform in which participants (1) have profiles that are uniquely recognizable based
on user-supplied information, the information given by other users, and/or system
information; (2) describe openly relationships that others can observe and explore;
and (3) consume, create, and/or engage with user-generated content streams given
by others. Currently, the SNS users worldwide has accounted for more than half of
the world population of 7.9 billion [5]. In Malaysia, there are 27.43 million of SNS
users which accounts for 86% of the Malaysia total population [5, 6].

Year 2020 was unthinkable that hit hard by COVID-19 pandemic. Various
measures were implemented by the governments such as nationwide lockdown,
cessations of public activities and social distancing practices. People and organi-
zations worldwide have had to adjust to new norms of work and life. Accordingly, a
new phenomenon is observed with an inevitable surge of digital technologies demand
and internet usages [7]. These changes come along with numerous social challenges
such as general public’s mental health and internet addictions [8].

According to the World Health Organization (WHO) [9], mental health encom-
passes subjective well-being, self-perceived, freedom, competency, interpersonal
relying, and self-actualization of one’s mental and moral capacity, among others.
WHO describes mental health as a condition of well-being in which the individual
realizes his or her abilities, able to cope with the usual demands of life, able to work
successfully and meaningfully, and ability to contribute to a particular group.

The COVID-19 attack have exacerbated to rising mental health issues such as
suicide cases and self-harming acts. The Royal Malaysian Police have reported an
astounding number of 468 suicides between January and May of 2021 [10]. The
figure indicates that there is average three suicide cases each day which has tripled
the number in 2020. The alarming statistics deserve some immediate attention.

Putting the pervasiveness of SNS and COVID-19 pandemic together, the develop-
ment has inseminated many research interests. Against this background, we explore
the possible correlation between psychological distress and SNS needs as part of the
digital surge scenarios during the pandemic.
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2 Literature Review

Past relevant studies were examined to develop current research. The concerns of
psychological distress was referred through various medical journals such as Inter-
national Journal of Mental Health and Addiction and journals from US National
Library of Medicine National Institutes of Health. For SNS needs, Cyberpsychology,
Behavior, and Social Networking Journal, Computers in Human Behavior, Telematics
and informatics Journals were examined to build the research idea and variables.

2.1 Psychological Distress

Psychological distress is a widespread mental health issue in the population [11]. Itis
an emotional discomfort caused by daily pressures and obligations that are difficult
to manage. Generally, emotional discomfort are typified by exhaustion, depression
and anxiety symptoms [12]. These symptoms frequently cohabit with typical somatic
complaints, chronic illnesses, and medically unexplained disorders. When an indi-
vidual encounters excessive demands and inadequate support from external factors,
and simultaneously experiences lack of internal control, psychological distress would
occur.

World Health Organization [8] enlightened the five psychological distress features
displayed by patients are perceived incapacity to cope, changes in an emotional
state, suffering, communication of irritation, and self-harm. These features could be
reflected in six fundamental daily idioms of low morale and pessimism about the
future, suffering and pressure, self-depreciation, social retreat and isolation, soma-
tization and self-back down [11]. Failure to properly identify and seek immediate
treatment can lead to chronicity, attempt suicide and tragedy.

2.2 Social Network Sites (SNS) Needs

According to Chen [13], SNS has emerged as a need in everyday interpersonal
interactions. People are increasingly concerned about the considerable impacts of
SNS in numerous aspects of their lives including social difficulties, performance
decline, interference with school, family, and job, and mental issues. In fact, Wang
et al. [14] confirmed a reciprocal link between the passive use of SNS and subjective
well-being. Passive SNS use may be harmful to subjective well-being since it lacks
social support and may elicit envy and jealously.

Referring to Katz et al. [15]’s earlier work, there are five needs people acquired
from mass media, specifically diversion, cognitive, personal integrative, social inte-
grative, and affective needs. Lately, Ali et al. [16] and Sharif [17] adopted the same
five needs to expound on SNS needs.
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2.2.1 Diversion Needs

Diversion needs are also known as tension free needs. Cressey and McDermott [18]
and McQuail [19] described diversion needs as “escape from boredom or challenges,
as well as an emotional release.” People listen to music and access social media to
reduce tension or to pass time when they are bored. Also, people may have numerous
pressures in their lives that they do not want to confront, therefore they use media to
escape from them. As such, one of the SNS needs is diversion needs.

2.2.2 Cognitive Needs

Cognition refers to the mental processes involved in learning and comprehen-
sion [20]. Thinking, knowing, remembering, analyzing, and problem-solving are
examples of cognitive processes. These are the higher-level brain processes that
include language, imagination, perception, and planning [20]. Meanwhile, cognitive
psychology is the set of behavioral individuals thinking mechanism and processes
that occur during cognition. People utilize social media to obtain information and
to satisfy their mental and intellectual requirements [16]. Often, people watch the
news to satisfy this cognitive desire. Likewise, people join social groups in SNS to
search for information. Hence, SNS is a mean to meet the needs for knowledge,
understanding, curiosity, exploration, predictability, creativity, and discovery that
represents the intellectual desire.

2.2.3 Personal Integrative Needs

Personal integrative needs include self-esteem and respect. People want reassurance
to build their position, trustworthiness, strength, and authority, which is accomplished
via the use of SNS. They utilize SNS to watch commercials and learn which items
are in vogue, and they adapt appropriately to modify their lifestyle and fit in with
others. Besides, gratifications acquired from SNS use also include the methods of
reinforcing particular ideals [21]. In this vein, people rely on SNS to meet their desire
for self-esteem [22] by rescuing their status, to gain respect, credibility, confidence,
stability as Swell as power [23].

2.2.4 Affective Needs

Affective needs refer to the emotional fulfilment and pleasure that people obtain from
SNS. Typically, affective needs focus on awareness and growth in attitudes emotions,
and feelings [24]. The affective domain describes people’s emotional reactions and
their capacity to sense the delights or suffering of others [25]. Often, people are
identified with the characters and the emotions they exhibit. If they experience sorrow,
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the audience will feel sad along with them, and if they are happy and joyful, the
audience will share the similar mood with them.

2.2.5 Social Integrative Needs

Aristotle, the Greek philosopher once said that human beings are “social creatures”
and naturally seek the companionship of others as part of their well-being. The
sayings reinforced in the social integrative needs to interact and socialize with family,
friends, and society. Social integrative needs are based on individual connection and
interaction with the outside world [26]. People utilize SNS to connect, to interact
and to improve their social connections with their friends, family and alliances by
discussing various issues. SNS fulfils the social integrative needs by presenting a
platform and avenue for individuals to connect, to discuss subjects, to contribute
ideas and to give opinions among their networks [17].

2.3 Uses and Gratification Theory and Hypotheses
Development

Uses and Gratification Theory (UGT) by Katz et al. [15] explains how and why people
are actively seeking out specific types of media. The central focus of UGT is “What
do people do with media?”’ and “Why do people use media?” [19, 27]. Following
the scholarly research by Sundar and Limperos [28] and Gil de Zuniga et al. [29],
they unanimously informed that people receive gratifications through media that
fulfil their social, informational and leisure needs. Applying to current psychological
distress conditions as the consequence of lockdown and social distancing, UGT is
used to examine the correlations between psychological distress and the five SNS
needs.

From a therapeutic perspective, when people encounter a stressful state of mind, it
is recommended to attempt a diverting activity to mitigate the stress level. According
to Orchard et al. [30] social maintenance and freedom of expression are some of
the motivations for SNS usage. With this, we hypothesize that people face with
physiological distress are diverting the negative emotions toward SNS usage. H1 is
developed.

HI: Psychological distress leads to SNS diversion needs.

Cognitive psychology describes the set of behaviors relate to the effort of under-
standing and exploring to fulfil our curiosity and predictability. This intellectual
seeking effort is known as the cognitive needs. According to Phua et al. [31, 32],
people increasingly embrace SNSs as tools for communication and information
purposes. We are of interest to uncover the plausible relations between physiological
distress and cognitive needs via the SNS usage in H2.
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H2: Psychological distress leads to SNS cognitive needs.

Personal integrative needs are construed as the self-esteem need. People use media
to reassure their status, gain confidence and credibility. Park et al. [32, 33] found that
one of the reasons for users to participate in Facebook groups is self-status. Therefore,
we hypothesize that people encounter psychological distress use SNS to regain their
confidence and status. With this, H3 is formed.

H3: Psychological distress leads to SNS personal integrative needs.

Affective needs relate to sentiments, strengthening aesthetic, and emotional expe-
rience. It encompasses all kind of emotions and moods which sought for gratification
through SNS. Likewise, study by Phua et al. [31] also informed that SNS is used to
meet the emotional and social desires. H4 is developed to investigate the correlation
between psychological distress and affective needs.

H4: Psychological distress leads to SNS affective needs.

Social interaction needs reflect the nature of humankinds that needs interac-
tion and not isolation. Gil de Ziiiga et al. [29] explained that SNS usage led to
enhanced social interaction, knowledge, diversion, escapism and civic participation.
We hypothesize the social interaction needs is a natural mean when people encounter
with psychological distress. H5 is produced.

HS: Psychological distress leads to SNS social interaction needs.

2.4 Research Framework

Against the backdrop set forth, the following framework is posited to proceed with
current research (Fig. 1).
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3 Research Methodology

Quantitative research design specifically cross-sectional approach through the use
of self-administered questionnaire was operationalized in this study. As a symmet-
rical sampling was not the main concern in this study, purposive sampling method
was applied. Targeted respondents were contacted and given the explanation of the
research objectives before seeking for their voluntary participation. The data collec-
tion took three months and successfully collected a total of 210 responses from the
Malaysians aged 18 and above.

The questionnaire was structured in three sections; respondents’ demographic
profile; experience of psychological distress and SNS needs. Hopkins Symptom
Checklist (HSCL-10) from Yuan [34] was adopted to measure psychological distress
while the five SNS needs were adopted from Ali et al. [16]. The respondents were
required to rate their level of agreement based on Five-point Likert statements in the
questionnaire. The complexity of the path modeling in SNS needs justified the use
of Partial least square structural equation modeling (PLS-SEM) in performing the
statistical analysis [35].

4 Research Findings

Table 1 provides an overview of the respondents’ profiles. The majority of respon-
dents are in the age groups of 18-39 years old (81.43%) with females made up 57.62%
of the total polled. Most of respondents are with upper secondary school qualifica-
tions (32.38%) and degree (29.05%). The employed (41.43%) and self-employed
(20.0%) dominated the responses.

Hair et al. [35] recommended that the analysis of PLS-SEM approach begins with
the measurement model assessment before proceeding to structural mode assess-
ment. Measurement model assessment entails reliability assessment that encom-
passes variables factor loadings, composite reliability (CR), and average variance
extracted (AVE). In term of validity, discriminant validity was assessed using
heterotrait—-monotrait (HTMT) as suggested by Henseler et al. [36].

Table 2 shows that all the measurement items surpass the recommended threshold
for factor loading, Cronbach’s Alpha, CR and AVE. The HTMT in Table 3 informed
that none of the HTMT values were greater than 0.90 [37, 38]. Henceforth, it
concludes that measurement reliability and discriminant validity for the present study
had been established.

Prior to assessing the structural model, the issue of collinearity was addressed
using variance inflated factor (VIF) [38]. Table 5 indicates that all the VIF values
below 3.3, informing the absence of collinearity in the model.

Thereon, bootstrapping procedure was performed using 1,000 resampling to
generate the t-values to measure the statistical significance of the path coefficients.
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Table 1 Respondents’ profile

Demographic Value Frequency Percentage (%)
Age 18-29 years old 91 43.33
30-39 years old 80 38.10
40-49 years old 24 11.43
50-59 years old 13 6.19
60 and above 2 0.95
Gender Female 121 57.62
Male 89 42.38
Educational level Primary school 3 1.43
Lower secondary 14 6.67
Upper secondary 68 32.38
Pre-university 17 8.10
Diploma 40 19.05
Bachelor degree 61 29.05
Post graduate 2 0.95
Others 5 2.38
Occupation Student 63 30
Employed 87 41.43
Self-employed 42 20.00
Unemployed 11 5.24
Retired 7 3.33
Living area Urban area 167 79.52
Rural area 12 5.71
Suburban area 31 14.76

The results of path co-efficient assessment is presented in Table 4 in which all the
proposed hypotheses (H1 to HS) were found to be significant with p value < 0.05.

Subsequently, R2, the variance explained in the dependent constructs, i.e., the
five SNS needs, Q? predictive relevance and £ effect size were also being examined
and the results are shown in Table 5. Overall, the R? for SNS needs are below
0.100 except personal interactive needs is 0.108, which indicates that 10.8% of the
variance in personal interactive needs can be explained by psychological distress.
Meanwhile, the overall Q? values are larger than 0 indicate that exogenous constructs
possess predictive capacity over psychological distress. The results further show that
among all the exogenous constructs, psychological distress has the medium effect on
personal integrative needs (> = 0.121) while others have low effect size (f ranging
from 0.004 to 0.064).
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Construct/item | Factor loading > 0.7 | Cronbach’s Alpha>0.8 |CR >0.7 | AVE>0.5
Diversion needs

D1 0.788 0.860 0.902 0.697
D2 0.832

D3 0.851

D4 0.865

Cognitive needs

Cl1 0.902 0.920 0.943 0.805
C2 0.901

C3 0.930

C4 0.855

Personal integrative needs

PI1 0.875 0.913 0.938 0.790
PI2 0.914

PI3 0.876

PI4 0.891

Affective needs

Al 0.710 0.859 0.904 0.703
A2 0.907

A3 0.854

A4 0.869

Social integrative needs

SI1 0.875 0.891 0.924 0.754
SI2 0.912

SI3 0.823

S14 0.861

Psychological distress

PD1 0.881 0.952 0.959 0.704
PD2 0.793

PD3 0.894

PD4 0.739

PD5 0.897

PD7 0.887

PD8 0.873

PD9 0.890

PD10 0.879
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Table 3 HTMT discriminant validity
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1 2 3 4 5 6

Affective needs

Cognitive needs 0.805

Diversion needs 0.890 0.854

Personal integrative needs 0.841 0.626 0.729

Psycho distress 0.240 0.200 0.249 0.333

Social integrative needs 0.890 0.880 0.889 0.732 0.226
Table 4 Hypotheses testing

Hypothesis Path Standard T statistics P values Decision

coefficient deviation

H1: psychological 0.241 0.056 4.281 0.000 Supported
distress -> diversion

needs

H2: psychological 0.197 0.060 3.280 0.001 Supported
distress -> cognitive

needs

H3: psychological 0.332 0.060 5.492 0.000 Supported
distress -> personal

integrative needs

H4: psychological 0.239 0.055 4.354 0.000 Supported
distress -> affective

needs

HS5: psychological 0.210 0.058 3.640 0.000 Supported
distress -> social

integrative needs

Table 5 Structural model assessment: collinearity, coefficient of determination, predictive rele-

vance and effect size

Construct VIF R? R? Adj Q? 12

Affective needs 1.001 0.055 0.050 0.033 0.058
Cognitive needs 1.023 0.039 0.034 0.028 0.004
Diversion needs 1.069 0.060 0.055 0.033 0.064
Personal integrative needs 1.369 0.108 0.104 0.075 0.121
Social integrative needs 1.410 0.046 0.041 0.031 0.048

5 Discussion and Conclusion

The research was examined the correlations between psychological distress and SNS
needs. The results demonstrate a positive relationship between psychological distress
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and the five SNS needs. The findings explicate that when people experience psycho-
logical distress, they use SNS to fulfil their needs. However, among the five SNS needs
that we had examined, personal integrative needs is the strongest needs followed by
diversion needs and affective needs. The findings show consistency with the UGT.

The fact behind the significant personal integration needs during psychological
distress could be attributed to the speed of information dissemination [39]. By using
SNS, it can reach a large number of audiences in a short period of time. Therefore,
it was used as an avenue to meet personal integration needs. In term of the diversion
needs, it is related to the concept of escapism. According to Wu et al. [40], diversion
needs is also known as escapism by engaging in activities that are absorbing to the
point of offering an escape from unpleasant realities, problems, and pressures. Hence,
this offers an explanation to the correlation between psychological distress and SNS
diversion needs. Meanwhile, recent research by Pang [41] highlighted the positive
affective values of mobile social media. Drawing from the hedonic values, SNS
users’ affective responses underline emotional profits and self-sufficiency. Hence, a
positive relationship is posited between psychological distress and affective needs.

The research findings produce two conclusions. First, there is a positive relation-
ship between psychological distress and SNS needs. Second, psychological distress
arouses the SNS usage as it enables the fulfilment of different types of SNS needs.
With majority of the respondents were dominated by Gen Y and Z, it was observed
that when psychological distress attack, they used SNS to meet the personal integra-
tive needs, diversion needs and affective needs but less on cognitive needs and social
integrative needs. These findings could serve good insights to mental health asso-
ciation and social network sites policy makers to cultivate a healthy mindset in the
society as well as tackling the concern of rising suicide cases during the pandemic.
Some of the past studies have indicated the dark side of SNS, however, current
research enlightens that SNS could serve a practical platform for counselling too.

Despite that this research had provided some informative insights of the correla-
tion between psychological distress and SNS needs, it suffers from a few shortcom-
ings. The main flaw stem from the sample size in the context of societal well-being
research. Notwithstanding that this research follow the guidelines of the recom-
mended sample size, yet in order to generalize the findings, a larger pool of responses
would be beneficial for social well-being context. In addition, current research does
not embrace the uniqueness potential arise from diverse demographic profile. It will
be of interest to conduct a multigroup analysis by segmenting various demographic
such as age, race, income levels to obtain more comprehensive findings. To further
validate the findings, it is also recommended to use weighted PLS (WPLS) algorithm
to attain better average population evaluations when a set of appropriate weight is
possible [42].

Future researchers may desire to address these shortcomings and further expand
to scope of data collection from many sources to validate the information gained.
In-depth interviews with respondents would be beneficial, particularly because the
psychological distress component varies depending on the situation and background.
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