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 A comprehensive systematic study was carried out in order to identify various 

deep learning methods developed and used for predicting student academic 

performance. Predicting academic performance allows for the implementation 

of various preventive and supportive measures earlier in order to improve 

academic performance and reduce failure and dropout rates. Although 

machine learning schemes were once popular, deep learning algorithms are 

now being investigated to solve difficult predictions of student performance 

in larger datasets with more data attributes. Deep neural network prediction 

methods with clear modelling and parameter measurements formulated on 

publicly available and recognised datasets are the focus of the research. 

Widely used for academic performance prediction, backpropagation 

algorithms have been trained and tested with various datasets, especially those 

related to learning management systems (LMS) and massive open online 

courses (MOOC). The most widely used prediction method appears to be the 

standard artificial neural network approach. The long-short-term memory 

(LSTM) approach has been reported to achieve an accuracy of around 87 percent 

for temporal student performance data. The number of papers that study and 

improve this method shows that there is a clear rise in deep learning-based 

academic performance prediction over the last few years. 
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1. INTRODUCTION 

In recent years, analysis and evaluation of student performance have become the essential indicators 

for academic quality assurance. Management and maintenance of an excellent academic atmosphere will 

support any sound effort to improve education. One of them is maintaining student performance to help them 

to complete their studies on time whilst reducing the dropout rate. The large number of students in Indonesia 

who drop out of college is found to cause a lot of social problems. Based on a report issued by the ministry of 

research, technology and higher education in 2018/2019, the number of students dropping out of college is 

large in Indonesia, amounting to 27.86%. With better academic management, preventative measures are 

conceivable to reduce failure and dropout rates amongst students based on student performance predictive 

analysis. One possible way to design an intelligent predictive analysis of student performance is via machine 

learning (ML), through which various algorithms and models can be developed and applied, such as neural 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 1693-6930 

TELKOMNIKA Telecommun Comput El Control, Vol. 20, No. 3, June 2022: 597-606 

598 

network architectural models and deep learning (DL) algorithms to predict students’ academic performance. 

Unlike conventional ML techniques, DL is able to perform multi-level representation of the raw input data via 

neural network architectures, thus rendering more advanced learning activities. By analysing the predicted 

student performance, more insights will be discovered much earlier before the students are expected to complete 

their study programs. Therefore, the paper’s main objectives are to conduct a systematic review on the current 

deep neural network (DNN) models proposed in the literature for predicting students’ academic performance and 

propose a new framework for the prediction task to achieve better performance. The multi-dimensional nature of 

the current education data requires advanced prediction techniques [1], [2] based on the artificial intelligence 

technologies such as ML and DL approaches [3], [4]. The ML models for predicting the performance of students 

have been widely studied in the past [5]. An ML approach proposed is designed based on a bi-layered structure 

to track and predict student performance. 

Nowadays, DL constitutes one of the most promising fields in ML for solving various problems, 

including education management. It is both time and cost-efficient, especially in exploring high-dimensional 

data by employing a backpropagation algorithm. Significant advancements in DL with tremendous 

performance in numerous applications have been carried out in various fields and problem domains including 

computer vision, intelligent transportation, financial and educational analysis. DL, which comes with various 

DNN architectures including recurrent neural network (RNN), convolutional neural network (CNN) and long 

short-term memory (LSTM) network, offers various advantages for classification and prediction problems over 

the traditional ML models [6]. With advanced learning ability and higher prediction accuracy, DL is suitable 

to be employed for exploring datasets containing a rich set of features, such as in the education domain. 

This paper studies the recent DL algorithms and models for student performance prediction. The main 

contributions of this paper are a recent systematic review of the current DL mechanisms in the literature for 

predicting student performance and a new DL framework proposed for performance prediction with clear 

modelling and parameter measurements based on public and recognised datasets. Hence, three research 

questions are addressed in this paper: 1) what is the best DNN architecture for predicting student performance? 

2) which of the many DNN methods is most suitable and widely applied for predicting student performance? 

3) what is the best dataset for predicting student performance? 4) how to improve the prediction accuracy by 

adding more dimensions of data? and 5) what are the future directions in student performance prediction 

research? all in all, this research was conducted to carry out a comprehensive review of the existing student 

performance prediction algorithms based on DL methods to help students graduate on time while 

simultaneously reducing the dropout rate. 

 

 

2. LITERATURE REVIEW 

2.1.  Students’ academic performance 

As the volume of data in education keeps increasing, better education management is paramount. 

Therefore, analysing this increasingly large educational dataset is of great importance for predicting student 

performance [7] and improving the quality of higher education institutions. Good performing students are 

expected to achieve the learning outcomes set in their study programmes taken at their respective academic 

institutions [8]. Although it is near impossible to achieve a zero-dropout situation in developing countries [9], 

an attempt to reduce the dropout rate is feasible. On the other hand, the reduced dropout rates will also boost 

the reputation of the academic institutions [10]. If the performance of students is predicted earlier, precautionary 

measures can be carried out to improve the current performance and achievement of the students [11]. 

The educational system always needs to be consistently improved to achieve the best results and reduce the 

percentage of failure [12], which are essential in evaluating the quality of the graduating students [13]. 

 

2.2.  ML and DL for predictive analysis 

In recent years, one of the most effective ways of predicting student performance has been through 

machine learning mechanisms [14]. In general, research in the educational field that involves ML techniques 

is rapidly increasing. Applying ML techniques to the related education datasets aims to discover the hidden 

patterns of student performance [15]. The ML models that have been developed to solve various data science 

problems, including those in the education sector, have been proven very efficient and decisive over the past 

few years [16]. 

However, due to the increase in the nature and complexity of the datasets in education, student 

performance prediction has been designed using DL, which is found to render better performance [17], [18]. 

The good track records of DL-based predictive mechanisms in many areas, such as stock market analysis and 

intelligent transport systems, further demonstrate the advantage of employing DL in predicting student 

performance. Besides prediction, deep learning is also useful for detecting, classifying, and predicting over a 

large number of data points with better accuracy [19]. One of the main points of predicting student performance 
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is to find and identify under-performing students as early as possible so that suitable constructive interventions 

can be made to help the students [17]. The deep-learning model has also been developed for predicting online 

performance to help at-risk students undertake courses [18]. 

 

2.3.  Artificial neural network and DL techniques 

It has been reported that neural network algorithms, which are closely related to DL, perform well 

with good detection and classification accuracy values [20]-[22] artificial neural networks (ANNs) are mainly 

characterised by their topologies and learning algorithms. One of the main differences between the many 

variants of ANN is the way the connections are made between the neurons in the network architecture. If the 

connections form cycles, then the ANN architecture has loops and examples of such ANN variants are the 

recurrent neural network and the long short-term memory architecture, which will be further explained in the 

following subsections. When no cycles are formed, then there are no loops in the architecture, and one of the 

simplest examples is the feedforward neural network, which will be briefly described next. One of the most 

widely used types of neural network architecture is known as the feedforward neural network (FNN), which 

contains no cycles or feedback loops. The simplest variant of FNN is the single-layer perceptron (SLP), which 

allows the input data to go through several layers before reaching the output or exit node [23]. 

Another variant of neural networks is called multi-layer perceptrons (MLP), which inspires another 

type of DL architecture known as convolutional neural networks. CNN is generally applied in image processing 

to learn and extract the spatial elements and structures from image datasets for learning and classification 

purposes. The convolutional interactions between the neighbouring neurons are essential for running the 

classification process [24]. In the RNN architecture, the neurons from one layer are sequentially connected to 

the neurons in the next layer. Therefore, the outputs of the neurons in the layer become the inputs to the neurons 

in the next layer. In addition, the hidden layers, which are typically present in the middle of the network, are useful 

in enhancing the prediction performance of the RNN architecture [25]. 

LSTM network is considered as a variant of RNN. One of the main features of LSTM is its ability to 

learn from time-series data, by identifying the data patterns which are useful for prediction purposes. Each 

neuron in the network is given an authority to control the incoming inputs by using special units known as 

gates. In this way, any possible errors from the previous neurons or layers will not be escalated to the next 

layer. Thus, error reduction is performed better in LSTM as only the selected input neurons are authorised to 

take part in generating the output [26]. In addition, LSTM architecture is also equipped with memory blocks 

which further enhance its ability in learning the data patterns by recording the time status during the learning 

process. Some unnecessary information learned during the process will be removed via a special gate called 

forget gate [27]. Another type of DNN is deep belief network (DBN), which is designed to work with unlabeled 

data, although determining the suitable structure of the network with its corresponding gradient dispersion is 

challenging [28]. As a DL network, DBN is typically stacked with restricted boltzmann machines (RBM) such 

that the hidden layer in RBM can be transformed as the visible layer between two consecutive layers. DBN has 

also been demonstrated to be effective in reducing the noise when working with high dimensional time series 

data, which is useful for predictive analysis in student performance. Some units are interconnected between 

the lower and the upper layers but they are not connected within the same layer [29]. 

 

2.4.  Student performance prediction process 

In general, three sequential stages are needed to predict students’ academic performance, as depicted 

in Figure 1. The prerequisite before the desired predictive analysis is data preprocessing. Data integration, 

cleaning, discretization, and filtering operations are some of the most important preprocessing tasks [30]-[33]. 

Discretization is performed to convert numerical data into nominal values, such as the students’ marks to grades 

and so forth. A number of effective data filtering methods are also feasible, such as filter-based and 

wrapper-based mechanisms [33], which rank the essential features and attributes and choose the minimum set 

of attributes required for the learning purpose. 
 

 

 
 

Figure 1. Students’ academic performance prediction process 
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When the dataset is ready, modelling of the prediction algorithm can be performed [34]. Using the 

proposed DNN architecture, the data will be split into two for both training and testing. The accuracy of the 

prediction is then measured for the selected dataset in both the training and testing phases. Only the parameters 

that correspond to the best accuracy values will be chosen. The parameters will also include the connection 

weight values between the neurons in the proposed architecture [31]. Besides accuracy, other parameters may 

also be applied, such as recall and F1. 
 

 

3. THE RESEARCH METHOD 

In this paper, a systematic review is carried out via four steps, as depicted in Figure 2. The detailed 

explanation of each of these four steps is presented in the following subsections. To ensure that the identification 

operation is of good quality, several inclusion and exclusion (IE) criteria have been set to ensure that only the relevant 

and right papers are included. There are four criteria for each of the two strategies, as shown in Table 1. 
 

 

 
 

Figure 2. Systematic review methodology 
 

 

Table 1. Inclusion exclusion (IE) criteria 
Inclusion strategy Exclusion strategy 

- Must be for student performance prediction only - No performance prediction for students 

- Must perform prediction using neural network  - No prediction accuracy is reported 

- Must specify performance measures and models  - Unpublished results in journal or conference 
- Must show the summary of the applied corpus - No neural network designs 

 

 

From 202 journal papers found initially across varying reputable online journal databases, 75 of these 

papers were removed as they are unrelated and duplicates of the other journals. Further filtering process is 

carried out based on the inclusion and exclusion criteria according to Table 1 to finally select 23 papers. 

The details of the findings obtained, are briefly elaborated in Table 2 and Table 3. These details include the 

year of publication, the type of dataset source, algorithm and data dimensions. Although relatively good 

accuracy values have been achieved, the number of attributes and variables employed are still limited, as in [33], 

where only 10 variables are considered. Additional attributes such as the roles of lecturers and additional classes 

are not included in the datasets, hence not considered in the training and testing. 
 

 

Table 2. Performance prediction for non-online/non-electronic dataset sources in the literature 
First author Year Deep architecture Algorithm Dimensions Accuracy 

S. -C. Tsai [33] 2020 ANNs/DNN Backpropagation Spatio-online data 77% 

E. T. Lau [32] 2019 ANNs/DNN LM-backpropagation Spatio-online data 84.8% 

B. Sekeroglu [35] 2019 LSTM Backpropagation Temporal 87.78% 

M. R. I. Rifat [36] 2019 ANNs/DNN Backpropagation Spatio-online data NA 

E. E. Vasileva [37] 2019 ANNs/DNN Backpropagation Temporal NA 
J. Sultana [38] 2018 MLP Backpropagation Spatio-online data 78.75% 

R. Deuja [39] 2018 MLP Backpropagation Spatio-online data 97.12% 

W. W. T. Fok [40] 2018 CNN Backpropagation Temporal 91% 
A. Nurhuda [41] 2017 ANNs/DNN Backpropagation Temporal 79.87% 

M. F. Sikder [42] 2016 ANNs/DNN LM-backpropagation Temporal 96.57 % 

 

 

Using the selected and filtered papers tabulated in Table 2 as well as Table 3, which tabulates the comparisons 

between different mechanisms run in massive open online courses (MOOC) and LMS dataset sources, a set of 

research questions (RQ) have been designed to carry out the systematic review of these papers, as given below. 

− (RQ1) what is the best DNN architecture for predicting student performance? 

− (RQ2) which of the DNN methods are widely applied for predicting student performance? 

− (RQ3) which is the best dataset mostly applied in predicting student performance? 

− (RQ4) how to improve the prediction accuracy by adding more dimensions of data? 
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− (RQ5) what are the current trends and directions in the research community related to student performance 

prediction? 

In the next section, these questions will be answered and discussed thoroughly. 
 

 

Table 3. Performance prediction for MOOC/LMS dataset sources in the literature 
First author Year Deep architecture Algorithm Dimensions Accuracy 

Ş. Aydoğdu [43] 2020 ANNs/DNN Backpropagation Spatio-online data 80.47% 

H. Waheed [44] 2020 ANNs/DNN Backpropagation Spatio-online data 88.62% 

L. Qiu [45] 2019 CNN Backpropagation Spatio-online data 90.72% 
A. S. Imran [46] 2019 ANNs/DNN Backpropagation Spatio-online data 98.65% 

S. Altaf [47] 2019 Multi-layer feed forward neural 

network (MLFFNN) 

Backpropagation Spatio-online data 97.4% 

R. C. Raga [17] 2019 ANNs/DNN Backpropagation Spatiotemporal 91.07% 

Y. S. Alsalman [48] 2019 ANNs/DNN Backpropagation Spatio-online data 97% 

X. Ma [49] 2018 ANNs/DNN Filter-type feature selection Spatio-online data 90% 
F. Okubo [50] 2017 RNN Backpropagation Spatio-online data 90% 

T. -Y. Yang [51] 2017 Feedback time series neural 

network (FTSNN) 

Backpropagation Spatio-online data 60% 

S. Chaudhary [23] 2017 FNN Backpropagation Spatio-online data 91.5% 

 

 

4. RESULTS AND ANALYSIS  

4.1.  Results of the systematic literature review 

Based on the research questions set in the previous section, a rigorous study has been carried out to 

answer these questions which revolve around the study of DNN and its implementation on predicting student 

performance. The research papers from various established journals have been studied and analysed to solve 

these questions in order to complete the systematic literature review. The findings of the systematic literature 

review conducted are described as follows. 
 

4.1.1. RQ1: what is the best DNN architecture for predicting student performance 

Based on the systematic review carried out, the best deep neural network architecture applied in 

predicting student performance is either ANN or DNN, as depicted in Figure 3. The least applied deep neural 

network method is RNN, which has only been proposed in one journal paper. On the other hand, there are ten 

papers presented and proposed either RNN or DNN [32], [36], [41], [52], [43], [44], [46], [48], for classifying, 

modeling, and predicting student performance. This trend is mainly due to the higher prediction accuracy that 

can be achieved by ANN or DNN as compared to the other methods. 
 

 

 
 

Figure 3. DNN architectures for student performance prediction 
 

 

Suleiman et al. [30], CNN architecture is reported to be able to perform dropout prediction for MOOC 

based on clickstream data on student learning behavior. In [48], it is reported that DL is effective in predicting 

student performance. The RNN architecture is presented in [33], for early prediction of the final grades 

compared with other regression methods. In [34], [37], [53], [50], MLP architecture is compared with logistic 

regression techniques as well as other ML methods where MLP was observed to be more effective for 

prediction operations. As for the FFNN methods proposed in [36], [38], [49], [51], excellent prediction 

accuracy values are also reported. The LSTM architecture, as proposed in [32], demonstrates good performance 

against other machine learning methods such as the support vector machine (SVM). 
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4.1.2. RQ2: which of the DNN methods are widely applied for predicting student performance? 

The deep-learning method that is widely used in architecture testing is backpropagation (BP), as seen 

in Figure 4 since there are up to 20 papers presented based on this method. Other than the backpropagation 

algorithms, Levenberg Marquardt (LM) was found to be applied to the E. T. Lau model [32], and a filter-type 

feature selection method was applied to the Xiaofeng Ma model [49]. Backpropagation is used to train a 

multi-layered neural network to learn the proper internal representations that will allow it to learn any arbitrary 

input-to-output mapping. 
 

 

 
 

Figure 4. Publications deep-learning method 
 

 

4.1.3. RQ3: which is the best dataset mostly applied in predicting student performance? 

The dataset used to predict student academic performance consists of public and private datasets. 

Public data sets that can be accessed include the University of California (UC) irvine machine learning 

repository used in the Yasmeen Shaher Alsalman model [48], Somendra Chaudhary [23], the open university 

learning analytics (OULA) dataset used in the Hajra Waheed model [44], as seen in Figure 5. However, most 

of the datasets applied are of the spatio-online type, and only five papers are found to have presented findings 

based on temporal or spatiotemporal datasets. In the current pandemic situation as well as in the online learning 

environment, temporal data will be more relevant to be studied as the pandemic situation is found everywhere 

around the world while online learning is becoming the new norm. 
 

 

 
 

Figure 5. Datasets source with their corresponding numbers of publications 
 

 

4.1.4. RQ4: how to improve the prediction accuracy by adding more dimensions of data? 

Tsai et al. [33], there is a clear direction of artificial intelligence (AI) methods, especially deep 

learning (DL), for research in higher education. However, the number of variables used in the research is only 

ten, which is relatively low. Ma et al. [49], a different model is proposed and run using a dataset integrated from 

39 courses. The results reported are better than the baseline method. Okubo et al. [50], two different datasets are 

applied but with a considerably high imbalance ratio. As students’ datasets are typically time-series, some 

models allow dataset updates to reflect the change over the time [46]. To overcome imbalance ratios, further 

data cleaning might be required such as removing some discrete features or patterns in the datasets [35], [53]. 
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4.1.5. RQ5: what are the current trends and directions in the research community related to student 

performance prediction?  

To enhance the accuracy achievement, more data attributes should be considered, such as ages, family 

factors, learning styles, course feedback, additional-curricular classes, demographic factors, and so forth [33]. 

In MOOC situations, dropout prediction may also be improved via additional attributes such as assignment 

submission, interaction information, and course forums [49]. The number of neurons and corresponding layers 

should also be adjusted to enhance the accuracy [46]. In future, the impacts of all student activities on their 

study performance should also be studied, such as those available in the OULA dataset [44]. Combining data 

from different departments or schools with more students is also possible, as in the case of the cherwell service 

management (CSM) database [35]. Combining data from different departments or schools with more students 

is also possible as in the case of CSM database [48]. Furthermore, data from different universities can be 

combined to provide a more complete picture of performance prediction in general [19]. It can also be observed 

from our findings that most of the research projects in this area focus on spatio-online data. There are only a few 

projects that have been carried out based on temporal and spatio-temporal data, which are more challenging and 

relevant these days as the time factor is essential in creating the dataset. Some of the DL methods proposed to 

work with temporal and spatio-temporal data are the ordinary ANN and the LSTM methods, which will be further 

studied as presented next. 
 

4.2.  A proposed framework to student’ performance prediction 

As the temporal and spatiotemporal datasets are found to be more relevant in the current online 

learning trend across the globe, the preferable predictive model to predict the student’s performance in our 

project will be based on an improved LSTM algorithm. The proposed improvement will involve optimising 

algorithms that are adam and nadam algorithms to improve the learning process and the achievable 

performance. Deep LSTM is able to model complex nonlinear relationships over a relatively long period of 

time. So this is very appropriate for solving time-series types of datasets, such as temporal and spatiotemporal 

datasets. The proposed framework is given in Figure 6. 
 

 

 
 

Figure 6. A proposed framework to student performance prediction 
 

 

LSTM is considered among the most popular deep learning models used today. It is also being applied 

to time series prediction, which is a particularly hard problem to solve due to the presence of long term trends, 

seasonal and cyclical fluctuations, and random noise. The performance of LSTM is highly dependent on the 

choice of several hyper-parameters, which need to be chosen very carefully, in order to get good results. 

Being a relatively new model, there are no established guidelines for configuring LSTM. The influence of 

feature selection is significant on the prediction accuracy of LSTM models. Therefore, further significant 

improvements will be carried out to cater to these problems and design an improved LSTM model for 

implementing the prediction operation. 
 
 

5. CONCLUSION  

The systematic study carried out in this paper shows that deep learning is gaining interest among 

researchers for predicting students’ academic performance. Apart from the increasingly large volumes of required 

data, the increase in the data attributes as well as the complex nature of online courses, including MOOC 
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have further contributed to the need for deep learning in addressing this problem. Different variants of neural 

network architectures have also been developed and applied for predicting performance, and the deep neural 

network architecture has been reported to produce good prediction accuracy values, especially with more data 

attributes in larger datasets. From the systematic review carried out in this paper, it can be observed that the 

most widely used DL method for predicting the performance of students is ANN. For temporal datasets, which 

are very relevant for the student performance datasets which are generally temporal in nature, the LTSM 

method has been reported to produce promising accuracy values, which are more than 85%. Exploring and 

developing deep learning approaches to predict students' academic performance is thus an important and 

relevant research problem that should be addressed in the future. 
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