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Preface

Human and technology can never be separated. Humans can no longer exist without
the help of technology. The influence of technology on human’s daily lives is
inevitable. Understanding the relation between humans and technology is key to
responsible development and acceptance of future technologies in almost every appli-
cation field, be it energy, mobility, health, work, living, learning or entertainment.We
need to understand better how past technologies have fundamentally changed human
existence, and how future technologies may impact human beings and their society.
This reflection will help to design technologies with maximal value and minimal
friction in a responsible way.

Universiti Malaysia Pahang (UMP) values technological advancement towards
improving human lives. Therefore, UMP is planning on establishing a Centre of
Excellence, whose research and development is focused on the application of tech-
nology for humans. There is a wide area of research in this field of human technology,
such as biomechanics, medical technology, ergonomics and human safety, health and
rehabilitation, sports technology, bio-inspired technology, among others.

This inaugural Human Enginering Symposium (HUMENS) 2021 is vital to put
UMP on par with other universities that have already embarked on this field of
research. Through a symposium like this, it is hoped that researchers from all over
Malaysia and abroad can have a platform to discuss ideas and findings, in addition
to fostering professional relationships for future collaborations among institutions.

This book gathers the papers submitted to HUMENS 2021, which was conducted
online due to the COVID-19 pandemic that has affected the whole world. These
papers were categorized into four parts: Artificial Intelligence and Biosimulation,
Biomechanics, Safety and Sports, Design and Instrumentation, and Ergonomics. On
behalf of the editors of this book, we believe that the papers will be of interest to
researchers in fields related to human engineering and technology. Let technology
enhances human’s life, and not worsens it. Thank you.

Pekan, Malaysia Mohd Hasnun Arif Hassan
Corresponding Editor
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Heart Rate Variability (HRV)
as a Physiological Marker of Stress
Among Electronics Assembly Line
Workers

Kamarulzaman Mahmad Khairai, Muhammad Nubli Abdul Wahab,
and Auditya Purwandini Sutarto

Abstract The increase in the prevalence of workplace stress is closely related to
adverse effects, such as reduced organizational performance, damage to overall
employee performance, high employee turnover, and absences due to health prob-
lems. On the other hand, the stress response can be expressed by a change in a physio-
logical index, that is, heart rate variability (HRV). Therefore, themain purpose of this
article is to assess the impact of workplace stress on HRV, and how HRV is assessed
compared to stress self-reports. Participants are 36 assembly line workers, divided
into high and low DASS scores. The name with the highest DASS score is the treat-
ment group, consisting of 18 workers who admitted to experiencing extremely high
levels of self-reported depression, anxiety, and stress (DASS) measures. Among 301
participants with normal to moderate DASS scores, 18 were randomly selected as
the control group. Both groups participated in the HRV measurement meeting using
EmWavePro computer system equipment. The results showed that compared with
the control group (1.28), it was more difficult for the participants in the treatment
group to achieve a high coherence rate (0.69). A follow-up analysis using Mann-
Whitney statistics showed that there was a significant difference between the two
groups (p < 0.001). These findings indicate that the use of DASS for self-reported
stress assessment is parallel to HRVmeasurement, indicating that participants have a
comprehensive understanding of the psychological and physical conditions. Further
research using HRV biofeedback mechanisms to improve HRV continuity may help
reduce negative emotional symptoms among high-stress operators.

Keywords Depression anxiety and stress scale (DASS) · Heart rate variability
(HRV)
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1 Introduction

In today’s world, the pressure in the workplace is increasing, and it has become
a common challenge for organizations and employee productivity [1]. Workplace
stress can be defined as the difference between the physiological needs of the work-
place and the amount of control that employees manage or respond to such work
needs [2]. Some common workplace stressors are low wages, excessive workload,
few growth opportunities, no challenging work, and lack of social support, lack of
control, conflicting needs and natural environment [3]. As we all know, due to health
problems such as anxiety and emotional disorders, work stress may lead to a decline
in organizational performance, impaired overall employee performance, high error
rates, poor work quality, high turnover rates and absenteeism. Work-life imbalance,
depression and other forms of illness [4]. In order to deal with these adverse effects,
many efforts have been made to identify potential factors and find effective stress
management techniques.

An internal company conducted a survey called the “Employee Engagement
Survey” (EES) at an electronics manufacturing plant and found that the pressure
occurrence rate among assembly line operators was relatively high, and assembly
line operators accounted for the largest proportion in the factory. There are also
reports of increasing absenteeism, overtime, turnover and low productivity. These
results are consistent with [5, 6], who believe that stress is more common among
lower-ranking employees in the workplace because they have less control over their
work status. A follow-up self-assessment of stress using the Depression, Anxiety
and Stress Scale (DASS) showed that of the 319 assembly line female workers, 18
suffered from severe depression, anxiety and stress.

On the other hand, stress is a physical and psychological response,mainly affected
by the autonomic nervous system (ANS) [7]. Heart rate variability (HRV) is a very
important indicator for evaluating ANS function. HRV is defined as the variability
between beats and the change between beats [8]. The traditional view is that heart rate
(HR) is a product of emotional reactions or stress. However, recent studies have found
that the interval between beats (ie, HRV) is a sign of the ability to regulate internal
and external demands [9]. The HRV index indicates the supervisory capabilities of
individuals under pressure. A poor HRV score indicates weaker mental and physical
vulnerability, while a higher HRV is related to mental flexibility, and has better
emotional, cognitive, and physical abilities to control stress [10–12].

The frequency domain measurement that reflects the autonomic balance can be
used to quantify the HRVmeasurement [13]. According to the HRV power spectrum,
there are three types of HRV frequencies, which affect the ANS through the sympa-
thetic nervous systemor the parasympathetic nervous system.Thevery low frequency
(VLF) frequency range is 0.005–0.05 Hz, which means that sympathetic nerve acti-
vation or parasympathetic nerve suppression is reduced. Low frequency (LF) HRV
(0.05–0.15 Hz) is affected by the sympathetic nervous system and the parasympa-
thetic nervous system.High frequency (HF)HRV in the range of 0.15–0.4Hz, inhibits
and activates fuzzy nerves by breathing at a normal rate [8].Many studies have shown
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Fig. 1 Relationship between nervous system and the heart and brain

that emotional stress is related to the increase of sympathetic nerve activity and the
decrease of parasympathetic nerve activity [7]. Figure 1 depicts the nervous system
connection between the heart and the brain. The sympathetic nerve branches speed
up the heart rhythm, while the parasympathetic nerve slows it down. Heart rate vari-
ability is caused by the interaction between the two branches of the nervous system
and the incoming signals sent from the heart to the brain (baroreceptor network) [1].

It has been proposed that a good HRV score is considered to be above 0.04 Hz
for LF and below 0.26 Hz for HF. On the contrary, the reason for the poor HR score
is that the sympathetic activity in the VLF frequency band or the LF frequency band
below 0.04 Hz is very low, or the parasympathetic activity in the HF frequency band
above 0.26 Hz is very high [10, 11, 14]. Figure 2 illustrated the HRV power spectrum
and its respective indicator.

Research by the Institute of Heart Mathematics has shown that two different
emotions will produce different HRV patterns, as shown in Fig. 3 [15]. The irregular
heart rhythms and irregular waveforms shown in the figure above are related to stress
and negative emotions. The image below shows the coherent heart rhythm patterns
that a person usually observes when experiencing sustained positive emotions. The
coherent pattern is characterized by its relatively harmonic sinusoidal waveform.
This mode corresponds to very narrow high-amplitude peaks (easy to be visualized
as 0.09–0.1Hz) in theLF region of theHRVpower spectrum,while there are nomajor
peaks in theVLF andHFbands [16].McCraty and colleagues proposed the coherence
ratio as a general indicator of HRV, and its formula is: (peak power/[total power-
peak power]) or LF/(VL+HF). Coherence is a dynamic system approach dedicated
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Fig. 2 HRV power spectrum indicator

Fig. 3 HRV patterns
between two types of
emotions

to improving the self-regulation ability of individuals by inducing physiological
changes reflected in the heart rhythm.

In addition, in the field of stress measurement, Lazarus [17] believes that the best
technique to effectively measure stress is to combine psychological measurement
methods with physiological evaluation methods, so as to provide researchers with



Heart Rate Variability (HRV) as a Physiological Marker … 7

more comprehensive information about the subjective experience and state of partic-
ipants. Mauss et al. [18] found that HRV is a powerful and objective biomarker. It is
non-invasive and easy to assess stress in the workplace. Therefore, the main purpose
of this article is to find the impact of workplace stress on HRV. It also aims to explore
ways to compare HRVwith self-report of stress. Amore comprehensive evaluation is
expected to help management find the best stress management method for the target
audience.

2 Research Method

2.1 Participants

Participantswere 36 female assembly lineworkers froman electronicsmanufacturing
industry in Kuantan. They are divided into high pressure group and low pressure
group. The high-stress group consisted of 18 workers who admitted that they had
experienced severe depression, anxiety, and stress scores in the DASSmeasures they
reported and were referred to as the treatment group. Among 301 participants with
normal to moderate DASS scores, 18 were randomly selected as the control group.
Table 1 shows the demographic characteristics of participants in each group.

2.2 Self-report Depression, Anxiety, Stress Scale

DASS-42 is a self-report assessment scale designed to measure the negative
emotional state of depression, anxiety and stress [19]. The three DASS scales each
contain 14 items, which are divided into subscales of 2–5 subscales, with similar
content. The depression dimension assesses depression, life devaluation, interest or
participation, and lack of pleasure and inertia. The anxiety dimension is to observe
the influence of automatic stimulation, muscle changes, anxiety and anxiety on the
situation, while the stress dimension studies the level of non-specific stimuli, such as
sedation, neurostimulation and stress assessment, depression and lack of patience.
Table 2 shows the general criteria for DASS classification scoring. In this study,
DASS was delivered in Bahasa (BM), Malaysia, and it has been validated against
the Malaysian population. For depression, anxiety, and stress, the Cronbach alpha
values are 0.84, 0.74, and 0.79, respectively [20].
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Table 1 Demographic
characteristics of the
participants

Category Frequency (Percentage %)

Treatment group Control group

Age

19–29 8 (44.4) 6 (33.33)

30–39 4 (22.2) 5 (27.78)

40–49 4 (22.2) 5 (27.78)

50–61 2 (11.1) 2 (11.11)

Working experience

Less than 5 years 11 (61.1) 2 (11.1)

5–10 years 1 (5.55) 31 (16.67)

11–20 years 0 (0) 9 (50.00)

21–30 years 3 (16.7) 2 (11.1)

More than 30 years 3 (16.7) 2 (11.1)

Department

Agilent 1 (5.55) 2 (11.1)

ASL 1 (5.55) 1 (5.55)

Keysight 2 (11.1) 1 (5.55)

Magnetics 11 (61.1) 11 (61.1)

Moulded 3 (16.7) 3 (16.7)

Table 2 Cut-off scores for
depression, anxiety, and stress
scale of DASS

Category Scale

Depression Anxiety Stress

Normal 0–9 0–7 0–14

Mild 10–13 8–9 15–18

Moderate 14–20 10–14 19–25

Severe 21–27 15–19 26–33

Extremely severe 28 20+ 34+

2.3 Heart Rate Variability Measurement

The HRV measures used in this study are quantified by the EmWavePro system
equipment developed and designed by Heartmath Research Institute [15]. It is a
computer software program that collects pulse data through a pulse sensor that can
be connected to a computer (Fig. 4). Studies have shown that the use of EmWavePro
tools for HRV assessment and training is effective and effective in many areas such
as work and performance improvement, stress and anxiety reduction [15, 21].
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Fig. 4 EmWavePro computer hardware and HRV monitor reading

2.4 Measurement Procedure

Before collecting data, each participant read and signed the informed consent form,
and then described how to use the software for 30min.After the introductorymeeting,
participants were taken to a roomwith a controlled physical environment and showed
them how to log in to the computer, start the HeartMath software, and place sensors.
Then, each subject was asked to follow the continuous bar graph (CBC) displayed on
the computer screen, and the breathing rate was slower and deeper than normal, but
at a comfortable pace. CBC has three colors, representing the states of (red), calm
(blue) and personality (green). All participants are encouraged to fill in as many
blue and green bars as possible to achieve a high degree of consistency. The average
duration of each HRV test session is 5 min.

2.5 Data Analysis

Descriptive characteristics and analysis of the difference HRV measures (coherence
ratio) between high and low stress groups were performed using the SPSS Version
20.0. Due to violation of normality assumptions, Mann-Whitney test were conducted
to assess whether any significant different on the coherence ratio between high and
low stress group at significance level p < 0.05.
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3 Results

Table 3 provides the DASS score for both group. Descriptive statistics of the HRV
measurement for each indicator is revealed in Table 4. As shown, overall findings

Table 3 DASS score for treatment and control group participants

Participants Treatment Control

Depression Anxiety Stress Depression Anxiety Stress

1 30 32 40 4 7 12

2 42 60 48 0 6 2

3 38 40 46 8 12 10

4 48 40 48 0 8 0

5 40 50 52 4 4 6

6 56 44 46 4 4 6

7 58 40 66 0 4 2

8 38 46 46 0 6 6

9 66 42 66 4 6 8

10 34 32 38 4 4 8

11 30 36 40 4 6 0

12 28 36 40 4 6 5

13 36 34 38 0 4 4

14 32 26 42 8 8 6

15 32 22 36 8 2 6

16 32 42 46 0 4 2

17 74 60 52 0 2 6

18 28 30 36 4 0 2

Table 4 Descriptive statistics
of HRV measurement for
treatment and control groups

HRV measures Group Mean (std dev) Median

Coherence ratio Treatment 0.7 0.7

Control 1.3 1.0

Achievement Treatment 22.7 20.5

Control 48.2 32

Red-color Treatment 52.61 59.5

Control 18.6 21.5

Blue-color Treatment 24.3 23.0

Control 31.8 32.0

Green-color Treatment 23.1 26.0

Control 47.0 47.0
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were in the expected direction. The Treatment Group got worse scores coherence
ratio (0.69) compared to Control Group (1.28).

They were also experiencing more stresful states (red-color code) than the blue
or green phase as depicted in Fig. 5. On the opposite, participants in Control Group
were able to shift their HRv into higher blue and green areas (Fig. 6). Further analysis
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Fig. 5 Distribution of coherence ratio based on color-code code among treatment group
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using Mann-Whitney test confirmed the significant difference on the coherence ratio
between two groups (U = 43.5, p < 0.001).

4 Discussion

The results of this study can show the impact of workplace stress on HRV. Compared
with the control group, the participants in the treatment group had significantly
lower agreement. HRV data confirms that there are obvious self-reported negative
emotional symptoms among high-stress workers. The HRV coherence rate range
obtained in this study is consistent with other previous studies [21–23]. Fujimura and
Okanoya [24] proposed that comparedwith unhealthy employees, healthy employees
(low-stress groups) can better regulate their emotional stress. People use her/his
emotion regulation process (including fuzzy neural intonation) to manage positive
and negative emotions, as shown by HRV continuity. Reynard et al. [25] it is believed
that low HRVmay indicate poor physical and mental health and other life problems.

Since the results of this study support the association between HRV and
self-regulation, it may be important to implement stress management procedures
involving HRV through biofeedback mechanisms. Biofeedback technology is a
behavioral intervention method and an effective method to achieve HRV coherence
[26]. The technology uses the HRV indicators of a person and provides feedback so
that the person can learn to control these indicators and adjust their occurrence state
to the best HRV state. HRV biofeedback can help promote emotional regulation by
increasing the continuity of HRV, which is related to reducing stress, anxiety and
depression and improving cognitive ability [22, 26–29]. As a cheap, safe and non-
invasive technique, HRV-related biofeedback may be an effective training method to
reduce stress-related symptoms of assembly line workers [30].

5 Conclusion

Further exploration of the relationship between HRV and self-regulation could be
conducted in several directions. Can HRV coherence biofeedback training improve
self-regulation?By increasingHRV, high stressfulworkers could be helped to combat
with all of the negative emotional symptoms.

This study has some important limitations. The relatively small sample size
and sample characteristics reduce the general application in other settings. Need
to address the relationship between self-reported stress, HRV and objective job
performance evaluation.
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Dynamic Propagation Area to Simulate
Soft Tissue Deformations Using Mass
Spring Method

Mohd Nadzeri Omar and Muhammad Hilmi Jalil

Abstract Modeling soft tissues during deformation is a real challenge in the devel-
opment of a surgical simulation. Modeling techniques must be able to model defor-
mations accurately in real-time interactions. Mass Spring Method (MSM) is one of
the well-used modeling techniques. Most MSM models were developed via force
propagation, where the definition of the propagation area is crucial for realism and
optimum computational efficiency. In this paper, a new technique for establishing
the area of propagation is proposed in which the area of propagation is determined
by identifying a distance from contact point where minimum displacement occurs.
The distance is calculated using the Bossiness equation, which considers thematerial
properties and the magnitude of the subject load. Implementation of the proposed
method and validation with Finite ElementMethod (FEM) assessments show that the
proposed method provides better rationale for the area of propagation and optimized
computational efficiency.

Keywords Surgical simulation · Soft tissue deformation ·Mass spring model ·
Dynamic propagation area

1 Introduction

In the development of surgical simulation, researchers have had troublemodeling soft
tissue behaviors during deformation. It is caused by the complexity of the properties
and structures of soft tissue [1, 2].

There are twomain criteria formodeling soft tissues, namely accuracy inmodeling
and real-time computing to update soft tissue deformations. These two conditions are
in conflict with each other [3]. Highly accurate modeling techniques usually involve

M. N. Omar (B) · M. H. Jalil
Faculty of Mechanical and Automotive Engineering Technology, Universiti Malaysia Pahang,
26600 Pekan, Pahang, Malaysia
e-mail: nadzeri@ump.edu.my

M. H. Jalil
e-mail: muhammadhilmi@ump.edu.my

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. H. A. Hassan et al. (eds.), Human-Centered Technology for a Better Tomorrow,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4115-2_2

15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4115-2_2&domain=pdf
http://orcid.org/0000-0001-9419-7972
http://orcid.org/0000-0002-4983-5637
mailto:nadzeri@ump.edu.my
mailto:muhammadhilmi@ump.edu.my
https://doi.org/10.1007/978-981-16-4115-2_2


16 M. N. Omar and M. H. Jalil

complex mathematical formulas leading to longer computational time. Often addi-
tional computing resources, such as higher memory capacity and high-performance
graphics processing unit (GPU), are used to minimize computational time [4, 5].
These additional resources substantially increased the cost of computation.

Simplification, on the other hand, is often an alternative for real-time computation
at a lower cost. The Mass Spring Method (MSM) is part of this group. MSM-based
models are based on a physics-based approach that discretizes a soft body into several
nodes interconnected by mass-less springs. Commonly, spring links are either in the
form of hexahedron [6] or tetrahedron [7] structures. The MSM-based model has
simplified the complex definition of soft tissue deformation by using spring reactions,
often combined with damping forces to withstand external disturbances. While each
spring has its material properties, it does not have a direct relationship to the soft
tissue properties. As a result, MSM-based model requires an optimization process to
accurately simulate soft tissue deformation [8].

In order to simulate soft tissue deformations, theMSM-basedmodelwill distribute
the reaction force between the connected nodes. The distribution of force in MSM
models can be divided into two categories. The first group of MSM models used the
maximum and minimum spring length as distribution constraints. The next adjacent
nodes will be shifted only after one of the spring constraints has been met. It is the
conventional method of MSM models that has many limitations, such as difficulty
in identifying limitations and restriction in the selection of geometry [9].

The propagationmethodwas used by another group ofMSMmodels. Based on the
change in the spring length due to external disturbances, the measured reaction force
is propagated to the next adjacent nodes and the location of each node is changed by
solving a dynamic equation that is often Newtonian dynamic. This second method
offers better accuracy, but involves the determination of the propagation area to avoid
excessive deformation.

Several methods for determining the propagation area have been suggested in
the literature. The simplest approach for generating the propagation area is to use
the pre-set method as stated in Qiao et al. [10], Huangfu [11] and Farhang et al.
[12]. In this method, nodes that will be affected are manually identified by the user
prior to the simulation. On the other hand, Choi et al. [13] have been recorded to
monitor the propagation area by selecting the number of nodes involved, which are
manually selected on the basis of a trade-off between computational efficiency and
accuracy. In relation to this, Chang et al. [14] suggested an algorithm to find an
effective propagation area but still depends on the number of nodes that can provide
realistic visualization.

Among the methods available, the propagation area was created without consid-
ering any material properties, rather than relying solely on geometrical properties to
achieve realism. In addition, the available methods are static, the size of the prop-
agation area being the same for every amount of input load. It is well accepted on
the basis of Hooke’s law, with a larger input load resulting in a larger displacement,
thus the static type of propagation area can lead to unrealistic deformation and can
consume unnecessary computational resources.
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This paper proposes a newapproach for generating the propagation area by consid-
ering the material properties of the simulated soft tissues. In addition, the proposed
method also determines the propagation area based on the magnitude of the applied
load which the size of the propagation area will be adjusted on the basis of the
load applied to that instance. The results of the performance evaluations show that
the proposed method produced different propagation areas under different material
properties and applied loads. It therefore provides a more realistic deformable model
and optimizes computational efficiency.

2 Methodology

In this study, soft tissue is assumed to be an isotropic and linear elastic material. With
the assumptions, the proposed propagation area is founded upon linear elastic theory,
where the Boussinesq equation is used. With selection of an arbitrary value that
represents the minimum displacement value, the distance at which the value occurs
is calculated and the area of propagation is established. The following subsections
describe the technique used to generate the propagation area.

2.1 Displacement Estimation

The Boussinesq equation is a well-known method in soil mechanics for estimating
stress and displacementwithin soils subject to a normal load on the surface of the soil.
According to Verruijt [15], based on the Boussinesq equation, the vertical displace-
ment inside an isotropic and linear elastic material can be determined using the
following equation

uz = P(1+ v)

2πEρ

[
2(1− v) + l2z

ρ2

]
(1)

where uz represents vertical displacement, lz is the vertical distance from the contact
point, P denotes the normal load while E and v are the elastic modulus and Poisson’s
ratio respectively. The term ρ is the spherical coordinate described as

ρ =
√
l2x + l2y + l2z (2)

where lx and ly are the horizontal distances from the contact point. By considering
only points located at lx = 0 and ly = 0 which is located vertically underneath the
contact point, Eq. (1) can be rewritten as
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uz = P(1+ v)

2πElz
[2(1− v ) + 1] (3)

Hence, by using Eq. (3), vertical displacement value along lz can be estimated.

2.2 Propagation Threshold

Propagation threshold is a value that is used to calculate the size of the propagation
area. It defines the number of spring layers in the MSM model that will be affected.

In this study, the propagation threshold is determined by using the Boussinesq
equation given in Eq. (3). The concept is to select an arbitraryminimumdisplacement
value umin z and estimates the location where the umin z value occurs. To find the
location where the umin z occurs, Eq. (3) is reorganized as follows

lz = P(1+ v)

2πEumin z
[2(1− v ) + 1] (4)

The calculated lz gives the vertical distance from the contact point where umin z

occurs. The lz is then converted to the propagation threshold z by evaluating it with
respect to the initial length of the springs lspring as shown in Eq. (5)

z = lz
lspring

(5)

2.3 Force Propagation

To implement the force propagation, a HashMap data structure is used to store
information of all nodes and spring connections between those nodes. Breadth-first
searching method is used to locate the next adjacent nodes following the layout
presented in Fig. 1.

The subjected node is at Level 0 and nodes connected to it are at Level 1. The
succession continues until the propagation threshold z is achieved. A constraint is
placed to avoid multiple calculations on the same node. The number of nodes N
involved is arbitrary which depends on the current propagation threshold z and can
be calculated using the following Eq. (6)

N = 3z2 + 3z + 1 (6)
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Fig. 1 Top view of nodes
layout that form layers
starting from the subjected
point at the center. The
number of layers involved
depends on the propagation
threshold z

2.4 MSM Model Generation

The proposed propagation areawas implemented on anMSMmodel for performance
analysis. The MSM model used Hooke’s law to define spring resistance and was
combined with damping force in the form of the Maxwell viscoelastic model. The
reaction force acting between two nodes i and j that are connected by a spring is
described as

f reaction
i j = ks

(∣∣xi j ∣∣ − li j
) xi j∣∣xi j ∣∣ + kd

(
vi j

)
(7)

where ks is the spring stiffness,
∣∣xi j ∣∣ and li j represents the current and original length

of the spring respectively, kd is the damping coefficient, while xi j . and vi j is the
distance and velocity between the two nodes.

The nodes in the MSMmodel were connected to each other in the form of a tetra-
hedron structure, and therefore the reaction force acting on a node i is the summation
of the springs connected to it presented as

F reaction
i =

nq∑
n=n1

f reaction
i j (8)

where n1 . . . nq are nodes that are connected to node i through springs.
Dynamic equation of theMSMmodel is described using the Newtonian dynamics

which at node i the equation is written as

miai = F total
i (9)
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wheremi is mass and ai is acceleration at node i respectively. The Ftotal
i is described

as

F total
i = F reaction

i + F external
i (10)

To solve the dynamic equation, the explicit Euler integrationmethod is usedwhere
the location of the node i is updated using the following equations

vi (t + �t) = vi (t) + �t .
F total
i (t)

mi
(11)

xi (t + �t) = xi (t) + �t . vi (t + �t) (12)

2.5 Computational Algorithm

The computational algorithm used in this work is illustrated as in Fig. 2.

3 Results

3.1 Displacement Distribution

The behavior of the displacement distribution within a linear isotropic material was
analyzed by comparing the value calculated using Eq. (3) with the value obtained
from an FEM model. A linear and isotropic FEM model was developed using
commercial software called ABAQUS with a mass density of 1000 kg/m3, elastic
modulus E = 90 kPa and Poisson’s ratio v = 0.4. The model was generated as an
axisymmetric model with fixed bottom and outer edges. As shown in Fig. 3, when
both models were subjected to 10 N of normal load, similar behavior was observed.
The displacement value is getting smaller further away from the contact point.

However, at anydistance from the contact point, Eq. (3) generates a larger displace-
ment value compared to the FEM model. The variation between the two models is
small near to the point of contact and increases with the distance. At the furthest
point of measurement, the variation is around 30%.

When comparing the displacement distribution for different elastic modulus,
similar behavior is observed and the percentage of variation is also equivalent to
less than 30% at the furthest point of measurement as shown in Fig. 4. In addition, it
should be noted that different displacement values have been reported compared to
Fig. 3. A larger displacement value was observed at the same position for a model
with a smaller elastic modulus. It explains that a greater displacement would take
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Fig. 2 Algorithm for the MSM model with dynamic propagation area

Fig. 3 Vertical displacement
distribution measured
vertically underneath the
contact point with elastic
modulus E = 50 GPa
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Fig. 4 Vertical displacement
distribution measured
vertically underneath the
contact point with elastic
modulus E = 10 Gpa
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place for a softer material under a similar loading environment. The result follows
Hooke’s law, which is valid for linear elastic content.

3.2 Propagation Area

The proposed propagation area was implemented in an MSM model. The MSM
model consisted of 1331 nodes connected by springs in the form of tetrahedral
structure. The spring stiffness, damping coefficient, and mass density are 10, 8 and
1000 kg/m3 respectively.

The first analysis was conducted to observe the effect of different elastic modulus
values to the propagation area. A node located on the top surface of the MSMmodel
was subjected to a compression load of 30 N and the minimum displacement value
umin z was set to 0.15 mm. The Poisson’s ratio was set at a constant of 0.4 and two
elastic modulus values of 30 and 10 kPa were used. As depicted in Fig. 5, under
a similar loading condition, different propagation areas were recorded. A smaller
propagation area was observed in the MSM model with a larger elastic modulus.

The observation was compared to an FEMmodel for validation. The FEMmodel
was generated as described by Nikishov [16]. Figure 6 shows the deformation area
of the FEM model when assigned with different elastic modulus. Only deforma-
tion contours are shown for visualization purposes. It is found that the size of the
deformation area is influenced by the elastic modulus and the proposed approach has
therefore been validated.

Next, the same analysis was performed to study the effect of the subject load on
the propagation area. The elastic modulus and minimum displacement value umin z

was set to E = 10 kPa and 0.15 mm respectively. The MSMmodel was subjected to
two different applied loads of 30 and 10 N as shown in Fig. 7. The deformation area
for the larger load can be seen to be wider in both tension and compression loads.
Similar observations are obtained in the FEM model shown in Fig. 8.
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Fig. 5 Image of the MSM model during deformation when different elastic modulus values are
used to generate propagation area. The color contour described the propagation area. a Elastic
modulus E = 30 kPa and b Elastic modulus E = 10 kPa

Fig. 6 Deformation area of the FEMmodel assigned with different elastic values subjected to 30 N
of compression load. a E = 30 kPa, b E = 20 kPa and c E = 10 kPa

Furthermore, the analysis was repeated again but with different minimum
displacement values umin z . Two values of 0.15 and 0.20 mm were used. As shown
in Fig. 9, different sizes of deformation area were observed. The larger umin z gives
a smaller propagation threshold leading to a smaller deformation area.

3.3 Computational Performance

The computational performance of the proposed method has been observed using
the computational time. The recorded computational timewasmeasured with respect
to the time taken for the program to determine the propagation area and to update
the location of nodes within the propagation area. The simulation was run on a
Windows 7-based personal computer (Processor: Intel Core 2 Duo 2.26 GHz, RAM:
4.00 GB, Graphics adapter: ATI Mobility Radeon HD 3400 Series) with no parallel
computation. As shown in Fig. 10, the computational time is proportional to the
propagation threshold and the area of the propagation. This is due to the amount of



24 M. N. Omar and M. H. Jalil

Fig. 7 Image of the MSM model during deformation with the elastic modulus and minimum
displacement value are 10 kPa and 0.00015 m respectively. The MSM model was subjected to
different loads, a 30 N and b 10 N

Fig. 8 Deformation area of the FEM model with elastic modulus E = 10 kPa and was subjected
to different applied loads, a 30 N, b 20 N and c 10 N

the affected nodes. With a larger propagation area, more nodes are affected, resulting
in a higher computational time.
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Fig. 9 Image of the MSM model during deformation with the elastic modulus and applied load
value are 10 kPa and 30 N respectively. a The MSMmodel with umin z = 0.15 mm and b the MSM
model with umin z = 0.20 mm

Fig. 10 Computational time
taken by MSM model with
the proposed propagation
area at different propagation
threshold

3.4 Discussion

In this study, the propagation area is generated by considering the elastic modulus of
the subject material and the magnitude of the load being subjected to it. In the case of
isotropic and linear elastic materials that follow the Hooke’s law, as shown in Figs. 6
and 8, both the elastic modulus and applied load are the crucial factors that influence
its deformation. By considering these two factors, the proposed propagation area has
improved the previous methods which consider only geometrical properties.

Static propagation method has a fixed propagation area which the size of the
propagation area stays the same for different applied loads and elastic properties. The
static propagation area could lead to unrealistic deformation and unnecessary compu-
tational resources. The proposed method overcomes the problem with its dynamic
capability where, at each time step, the propagation threshold is modified on the
basis of the applied load at that instance as illustrated in Fig. 7. With this dynamic
capability, the size of the propagation area will be parallel to the magnitude of the
applied load contributing to the optimization of the computational resources.
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FEM is considered to be the most accurate simulation method. Comparison with
the FEM validates the accuracy of the proposed method. As indicated in Figs. 3 and
4, even though the variance, particularly at the furthest measured point is around
30%, which is high, in this application, the variation is appropriate as the value is
used to estimate the propagation area not to reflect the deformation. Importantly, the
behavior of the displacement distribution for both models is equivalent.

Despite the improvements, the proposed method still requires optimization in
finding the best minimum displacement value umin z . The value is essential to the
accuracy and efficiency of the simulation. The best option is to find the minimum
displacement value through computational analysis using commercial software such
as ABAQUS. Moreover, the Boussinesq equation used here is fundamentally on
linear elastic theory. Therefore, its implementation can be inaccurate for soft tissues
during large deformation where nonlinear deformation is displayed. Nevertheless,
with consideration of the material properties, the proposed method still offers better
justification for the area of propagation.

4 Conclusion

This paper focuses on improving the MSM models that used force propagation to
simulate soft tissue deformation. The key requirement of the simulation is to define
the size of the propagation area. A novel method for defining the size of propaga-
tion area has been proposed where the propagation area is determined by identi-
fying a location from the contact surface where minimum displacement occurs using
the Boussinesq equation that considers the simulated soft tissue properties and the
magnitude of the applied load. The proposedmethod enhances the solutions available
that consider only geometrical properties. Moreover, the proposed method has the
dynamic capability to adjust the propagation area based on the current magnitude of
the loads applied. These improvements and validation with FEMmodel indicate that
the proposed method provides a better solution in generating the area of propagation.
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EMG Signal Segmentation to Predict
Driver’s Vigilance State

N. A. Ab. Rahman, M. Mustafa, N. Sulaiman, R. Samad,
and N. R. H. Abdullah

Abstract Road accidents are the serious matter and need to be taken care of by
certain parties. Some causes of road accidents are due to the poor driver vigilance
when most drivers show signs of fatigue and loss of vigilance during long and
monotonous driving. Muscle fatigue develops due to changes in the efficiency of
the nervous system that can be seen in the declining the performance. This study will
present a brief explanation of different methods for processing and classifying the
electromyogram (EMG) signal to estimate driver’s muscle fatigue. The signal was
obtained by pairing the electrode to the bicep brachii for two hours. Before that, the
subject will answer a set of questionnaires and the score will be calculated to deter-
mine whether the driver in non-fatigue or fatigue condition. Signals were filtered
and undergone feature extraction method. Then, the extracted features were under-
going feature selection method. Finally, to evaluate the performance measure of the
feature selection method and classify the driver’s condition, ANNwas applied. From
the results obtained, ANN performance using features that undergo feature selection
method produce a better classification accuracy compared to the ANN performance
without feature selection method. Apart from that, EMG Signal Segmentation (ESS)
methods were applied. The filtered signals were partitioned into few segments in
segmentation process. The two hours signals were split into 60 and 30 min long
segments for the first methodology and secondmethodology respectively. From each
segment, the features were analysed to contemplate the progressions of the features
and based on result, the change of features shows that every subject yields different
result because the different person has different muscle condition. As a conclusion,
relevant parameters that useful for the development of human safety by assessing
muscle fatigue during the driving task were found.
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1 Introduction

Number of road accidents and car crashes are still increasing even though lots of
improvements have been done in road and vehicle design for the drivers safety. Scan-
ning for the countermeasures to decrease the measure of car crashes and upgrade
the public road safety has turned into an earnest issue for the governments and
automakers. A responsibility for the researchers to create an automatic system that
intelligently recognizes driver’s unfit status and makes warning to the drivers once
necessary. Driver’s vigilance is the ability of the driver to sustain attention and to
remain alert in perform the tasks in period of time. Diminished in the level of vigi-
lance, drivers will suffer in declining their ability of perception, recognition and
vehicle control. Driver’s vigilance level is easily distracted when in a state of fatigue
and drowsiness [1]. Most drivers’ shows sign of visual fatigue and loss of vigi-
lance during long and monotonous driving. In addition, physical discomfort such as
extreme ambient temperature, uncomfortable driving condition andmuscle fatigue in
the neck or shoulder or back area might impact driver behaviors [2]. Muscle fatigue
or performance fatigue is usually referred to a reversible reduction in performance
measurement that could occur in both submaximal and maximal force [3, 4].

Selecting the effective measurements in developing the automatic system to
measure drivers’ status is very crucial. The methods are generally divided into
three main categories, which seem to be the measures of vehicle behavior, video-
basedmeasures and physiologicalmeasures [5, 6].Measurements of vehicle behavior
include acceleration, braking and steering, route position deviation, gear changes and
vehicle speed [7]. Major issues with these methods depend on the type of vehicle,
the capabilities, the behaviors and the competence of the drivers in the handling of
the car in the real driving scenario [8, 9]. Recent researches also have investigated
video-based measures using detectors to detect body movements, interpret the posi-
tion of the eye gaze and assess face features [10, 11]. The device that focuses on
a single visual reference can experience difficulties if the requisite visual features
images have not been adequately or accurately attainable. The use of a single visual
cue is that acquired visual feature is often uncertain yet cannot always reflect one’s
psychological disorders [12].

Recent decades, physiological parameters such as electromyograms (EMGs),
electroencephalograms (EEGs), electrocardiograms (ECGs) and galvanic skin
response (GSRs) have shown good accuracy recognition and have great insights
into driving conditions [11]. The EEG signals are quite non-stationary and the data
collection is responsive to the surroundings but very intrusive [13, 14]. In addition,
long-term contact observationmay lead to discomfort for drivers, which could lead to
the direct implementation of the EEG in driving fatigue supervision [15, 16]. Physi-
ological signal that can use to detect muscle fatigue is electromyography (EMG) [17,
18]. When the muscle encounters the decline in its capabilities to generate force and
attain its requiredmotion, muscle fatigue was occurred.Muscle fatigue also occurred
because bodies are too tired of overwork in a long time, and can distract the daily
routines. EMG is a technique used to diagnose the wellbeing of the motor neurons
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that influencing the muscles and nerve cells. The mechanism of motor neurons is
to transmit electrical impulses that allow the muscle contractions and relax. The
electrical signals will be translated into graphs and numerical values that can be
interpreted by the specialist by using EMG device [19]. Tiny devices called elec-
trode pad used to detect electrical signals and the analysis will reveal the occurrence
of the muscle fatigue of the subject.

2 Methodology

The experimental procedures with ID No: IREC 2020-070 with project title Signal
Analysis To Predict Driver’s Vigilance State Using Emg Signal were supported by
IIUM Research Ethics Committee (IREC).Sixteen healthy subjects from University
Malaysia Pahang (UMP) students aged around 20 and 26 years, consisting of 9
female students and 7 male students with verified driver’s licenses, have been chosen
randomly [3, 6, 7]. The experiment begins with the subject answering sets of ques-
tionnaire. Fatigue Assessment Scale (FAS) is a 10-item scale that assessing chronic
fatigue symptoms was used. Then, subjects were recruited to perform driving simu-
lation in Need for Speed Game for two hours. The time of experiment chosen is in
the afternoon, between 12.00 pm and 6.00 pm [6, 8, 20]. The data was collected all
the time while the subjects were drove. Based on Fig. 1a show the experiment set
up. SHIMMER TM Model used to collect the raw EMG data as shown in Fig. 1b
from the biceps brachii muscle based on Fig. 1d. The simulator used was PXN-V3II
Racing Wheel as shown on Fig. 1c which are consists of pedal, steering and gear.

The rawdata ofEMGsignalswere exported into excel after data collection, the raw
data needs to be reprocess. Before undergo filtering process, the rectification process
using full-wave rectification was done to translate the raw EMG signal to a signal
with single polarity which is positive polarity. Next, the Band-pass “Butterworth”
filter was used to remove any artifacts as well as high frequency noises with cut-off
frequency between 15 and 45 Hz because low frequency band technique was a more
reliable index of fatigue in fatigue tasks [21].

Next, the filtered signal undergo feature extraction process using time domain,
frequency domain and time frequency domain analysis. The proposed time domain
features in this project are RMS,mean and standard deviation. The frequency domain
analyses applied in this project were PSD and ESD. The proposed features from PSD
were total power, band power, mean frequency, median frequency and maximum
power. Meanwhile, for ESD were total of signal energy, mean energy and maximum
energy. Time frequency domain analysis that used was CWT and the extracted
features were power and energy of wavelet coefficients.

The extracted features were undergone feature selection method by using one-
way ANOVA before fed into the ANN classifier. ANOVA examines the variance of
data set means and compared to within class variance of the data sets themselves.
In this work, ANOVA test was performed using the software “MATLAB 2019(a)”.
The significance threshold was set to p-value < 0.05 for all of the case studied.
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Fig. 1 Data collection; a Experiment set-up, b SHIMMER TMmodel, c PXN-V3II RacingWheel,
d Electrode placement on biceps brachii muscles

In order to interpret various patterns and classified it efficiently, the features
derived from the signals were fed into classifier. ANN was included in this study
as the classification models. Neural Network Pattern Recognition Tool in Matlab
2019(a) was used. In this study, the training data was set to 70% while the validation
and testing data are 15% for both. The number of hidden neurons will be optimized
in order to achieve best ANN model. The adequate parameters can be obtained by
obtaining the lowest mean square error (MSE) and highest classification accuracy
[22].

Lastly, EMG Signal Segmentation method applied to split the signal into two and
four different windows. Signal segmentation method used to observe the changes
of the features extracted in each window. Two hours of data collection with 512 Hz
sampling rate were obtained 3,686,400 data points. Two hours of data was segmented
into two 60 min block that contains 1,843,200 data points each blocks. For each
blocks, a set of features were extracted to form the features array. For the four
windows, the data were segmented into 30 min window that yield four segments of
data that contain 921,600 data points for each windows. From the each window, the
features extracted. Then, the changes of all the features were observed.



EMG Signal Segmentation to Predict driver’s Vigilance State 33

Table 1 Result from
questionnaire

Subject Gender Questionnaire score Driver’s condition

1 Female 19 Non-fatigue

2 Female 28 Fatigue

3 Male 33 Fatigue

4 Male 20 Non-fatigue

5 Female 27 Fatigue

6 Female 23 Fatigue

7 Female 18 Non-fatigue

8 Male 27 Fatigue

9 Male 21 Non-fatigue

10 Male 26 Fatigue

11 Female 22 Fatigue

12 Female 18 Non-fatigue

13 Female 25 Fatigue

14 Male 20 Non-fatigue

15 Male 25 Fatigue

16 Female 25 Fatigue

3 Results and Discussion

3.1 Questionnaire Result

The experiment was carried out in APPECE lab for 2 h per subject. Firstly, subjects
answered set of questionnaires on driving habits. The questionnaire consist of ten
statements refer to how you usually feel. Subjects choose one out of five answer
categories, varying fromNever to Always. Total score will be calculated to determine
the condition of driver whether in non-fatigue or fatigue state.

Based on Table 1, the driver’s condition from the questionnaire result can be
observed after the total score were calculated. There are 10 subjects in fatigue condi-
tion and 6 subjects in non-fatigue condition. The highest of the total score was
obtained by Subject 3 with the score 33 and the lowest score by Subject 7 and
Subject 12 with the score 8. In conclusion, questionnaire result yields that Subject 3
in fatigue group while Subject 7 and Subject 12 are in non-fatigue group.

3.2 Analysis for Two Hours

Figure 2a shows the raw data obtained from Subject 7 that collected for the 120 min.
The amplitude of data is between−2500 and 2500 µV. Rectification of EMG signal
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Fig. 2 Two hours processing; a raw signal of subject, b rectification of signal, c filtered signal

raw data shows in Fig. 2b and c shows the filtered signal of EMG. After filtering,
amplitude of the signal drops between −600 and 600 µV. Then, filtered data were
processed to extract the feature using time domain, PSD, ESD and CWT. From the
processed data, the features extracted were mean, standard deviation RMS. From
frequency domain analysis which was PSD, features were band power, maximum
power, signal power, mean frequency and median frequency. While, from ESD were
maximum energy, mean energy and total energy. From CWT, the extracted features
were power and energy of wavelets coefficients.

Next, features undergo feature selection method yields that only six features have
the significant values p-value < 0.05 which were mean, standard deviation, RMS,
band power, total energy and energy of wavelet coefficients while maximum power,
signal power, total power, maximum energy, mean energy and power of wavelet
coefficients had no significant with p-value > 0.05. Therefore, the features were
divided into two groups with one groups consists of selected features (mean, standard
deviation, RMS, band power, total energy and energy of wavelet coefficients) and
other group consist of all 11 features extracted. Then, those two groups were fed into
ANN classifiers separately.

In addition, the optimizations of number of neurons in hidden layer were adjusted
to obtain an optimized network. The result of optimization the number of neurons in
the hidden layer presented in Fig. 3.
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Fig. 3 ANN accuracy for varying number of neurons in hidden layer

Table 2 Overall performance
comparison for ANN with
and without feature selection
method

Classifier Accuracy (%)

With feature selection
method

Without feature selection
method

ANN 93.8 87.5

Based on the fact, the excellent parameters can be reached by identifying the
highest accuracy rate. Based on Fig. 3, ANN with number of neurons in hidden
layer which is 35 is the best number of neurons for both ANN model. The accuracy
obtained after tested with 35 numbers of neurons in hidden layer by using feature
selection method is 93.8% and without feature selection method is 87.5% accuracy
rate as shown in Table 2.

3.3 Two Segments Data Processing, 60 min Each Segment

Figure 4a shows the first 60 min EMG filtered signal and Fig. 4b the last 60 min
EMG filtered signal. Amplitude of first and last 60 min EMG signal is between −
600 µV and 600 µV and −300 µV and 300 µV respectively.

• Time Domain Analysis

As shown in Fig. 5a and b, the pattern of time domain features for the first and last
60 min of driving task for Subject 4 and Subject 16 were presented. Theoretically,
in early part of driving task, majority of obtainable motor units were activated and
the value of motor units influenced by the prolonged time of the driving task. The
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Fig. 4 a First 60 min of EMG filtered signal, b last 60 min of EMG filtered signal

Fig. 5 a Changes in mean, standard deviation and RMS of Subject 4, b changes in mean, standard
deviation and RMS of Subject 16

recruitment condition ofmotor units can influence the amplitude of EMG.Decrement
of EMGamplitude clearly demonstrated that driver’s seems to be incapable to sustain
the recruitment of motor units and to acquire new motor units throughout ability to
respond to fatigue. Based on result, time domain features which are RMS, mean
and standard deviation of Subject 4 were increase described that subject was in non-
fatigue state after two hours of driving task while for Subject 16 the features were
decrease indicates that subject in fatigue group.

• Power Spectral Density

Frequency domain features extracted were mean frequency, median frequency,
band power, maximum power and total power. Figure 6a and b were presented the
features of PSD for the first 60 min and last 60 min for Subject 4 and Subject 16
respectively. As shown from the histogram, all features of Subject 4 were increase
and for Subject 16 decrease after two hours of driving. In theory, the frequency was
decrease in parallel with power output describes that there was a decline in motor
unit recruitment and muscle fibers conduction velocity. Significant decrease in the
frequency of EMG may be directly linked to excessive intramuscular acidosis and
slowingmuscle fibers conduction velocity that can lead tomuscle fatigue [23]. Based



EMG Signal Segmentation to Predict driver’s Vigilance State 37

Fig. 6 a Changes of features extracted from PSD for Subject 4, b changes of features extracted
from PSD for Subject 16

on result, frequency domain features of PSD for subject 4 were increase indicates
that subjects were in non-fatigue state after two hours of driving. However, frequency
domain features from PSD was decrease described that Subject 16 were in fatigue
state after two hours of driving task.

• Energy Spectral Density

Frequency domain features extracted from ESD for first and last 60 min of driving
were total energy, maximum energy and mean energy. Based on Fig. 7a and b, the
pattern of features extracted for the first 60 min and last 60 min for Subject 4 and
Subject 16 were described. Result shows that the features of Subject 4 were increase
from low to high. While, for Subject 16 the features were decrease from high to low.
During fatigue, large maximal motor units, might be appointed earlier and energy
production would be prevented by the significantly decreased of pH content inside
the fibers [24]. To summarize, the energy were decrease in the state of fatigue and
increase in non-fatigue state. To be concluded, Subject 4 was in non-fatigue state
while Subject 16 in fatigue state.

• Continuous Wavelet Transform

Based on, Fig. 8a and b shows the changes of features extracted from CWT for
Subject 4 and Subject 16 respectively. Features extracted were the power and energy
of wavelet coefficients. From the result, Subject 4 show the changes from low to
high while Subject 16 change from high to low. In theory, for non-fatigue group,
the features are rise while drops for fatigue group. This result can be approved by
Shariatinasab et al. [25] as mentioned on that paper that during fatigue development,
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Fig. 7 a Changes of features extracted from ESD for Subject 4, b changes of features extracted
from ESD for Subject 16

Fig. 8 a Changes of features extracted from CWT for Subject 4, b changes of features extracted
from CWT for Subject 16
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the wavelets coefficient values in this frequency band decreased which reflected the
decrease of the high frequencies in the scalogram. To be concluded, Subject 4 was
in non-fatigue group while Subject 16 was in fatigue group.

3.4 Four Segments Data Processing, 30 min Each Segments

Based on Fig. 9, the pattern of all features which are mean, band power, mean energy
and energy of wavelet coefficients in Subject 3 was changed from high into low for
the first two minutes and from 0 to 30 min. Between 30 and 60 min of driving time,
the features lower but rises after 60–90 min of driving time. In 90–120 min, the
features decrease indicates that the muscle gets fatigue after two hours of driving.
As seen in Fig. 9, shows the same pattern of the all features.

From the analysis, the result can be concluded as Table 3. Table 3 shows the
comparison of all the final results from four different methods which are question-
naire, ANN, 2 segments processing and 4 segments processing. Based on Table 3, the
final condition of subject’s muscle after two hours of driving task can be discovered.

Fig. 9 Features extracted from four segments data processing for Subject 3
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Table 3 Comparison of driver’s condition obtained from questionnaire, ANN, two segments
processing and four segments processing

Subject Questionnaire ANN 2 Segments 4 Segments

1 Non-fatigue Non-fatigue Non-fatigue Non-fatigue

2 Fatigue Fatigue Fatigue Fatigue

3 Fatigue Fatigue Fatigue Fatigue

4 Non-fatigue Non-fatigue Non-fatigue Non-fatigue

5 Fatigue Fatigue Fatigue Fatigue

6 Fatigue Fatigue Fatigue Fatigue

7 Non-fatigue Non-fatigue Non-fatigue Non-fatigue

8 Fatigue Fatigue Fatigue Fatigue

9 Non-fatigue Non-fatigue Non-fatigue Non-fatigue

10 Fatigue Fatigue Fatigue Fatigue

11 Fatigue Fatigue Fatigue Fatigue

12 Non-fatigue Non-fatigue Non-fatigue Non-fatigue

13 Fatigue Fatigue Fatigue Fatigue

14 Non-fatigue Fatigue Non-fatigue Non-fatigue

15 Fatigue Fatigue Fatigue Fatigue

16 Fatigue Fatigue Fatigue Fatigue

4 Conclusion

Driver’s vigilance is the capability of the driver to maintain focus and remain alert in
the execution of actions over time. Fatigue is an example of the factors that can reduce
the attention of the driver. Detection of driver fatigue continues to be a major concern
in road safety, car design and transport studies. Measurements to determine the
driver’s status consist of threemeasures are vehicle-basedmeasurement, video-based
measurement and physiological measurement. Due to drawbacks and limitations of
first two measurements, the physiological measurement was chosen in this project.
During this study, a comprehensive muscle fatigue measurement methodology for
driving in a simulated environment is described. Good valuable information can be
derived from muscles and researchers can use this information in a broad range of
diagnostic and engineering applications through evaluating surface EMG signals to
detect muscle fatigue.

Apart from that, in this project, the data segmentation methods were studied to
analyses the changes of features in two hour of driving. First, the datawere segmented
into two segments and the features were extracted in each segment. Based on time
domain analysis, the features extracted were mean, standard deviation and RMS.
The result obtained from the project shows that the features obtained from some
subjects there were increasing and also decreasing. The increment of features can
be classified as non-fatigue group while the decrements of features were classified
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as fatigue group. This can be supported from the past research that mentioned that
effect of fatigue had a decreasing with the influence of mean EMG voltage.

Lastly, datawere segmented into four segments and undergo the sameprocedure as
the two segments data. The featureswill be extracted from each 4 segments. Then, the
features obtain will be studied. To be concluded, the result from the overall features
changed during two hours of driving shows the same pattern. In this method, we can
observe the initial conditions of the subjects muscle and the time for the muscle start
to fatigue. As the result, there are different times for each of the 16 subjects when
the fatigue state begins. In each subject, there is a fluctuation of the features. This
happened due to the recovery processes in the muscles. Throughout the presence
of muscle fatigue and diminished muscle performance, subjects appeared able to
organize muscular and kinematic changes to sustain work performance. This finding
explained the immediate response to fatigue and how the muscle response changes
over the time. The fluctuations of features also occur because as individuals continue
to work with signs of muscle fatigue, the adaptations to muscle fatigue change over
time will happened and resulting in kinematic changes and muscle recovery.

Final conditions of subjects muscle for two segments and four segments were
observed inorder to comparewith the result fromquestionnaire and the result from the
classifier. As conclusion, the decrements in skeletal muscle power output are related
to neural drive reductions and may lead to muscle fatigue in prolonged exercise.
Muscle fatigue is a condition that diminishes the ability of your muscles to respond
over time.When encounter fatigue, the energy behind the movement of your muscles
reduces. Ultimately, the development of force or power relies on contractile processes
within skeletal muscle fibers. However, a series of processes in the nervous system
and muscles that precedes spontaneous contraction of the muscles may impede the
production of force or power. To sum up, from the studies, the final results obtained
from four methods, 15 out of 16 subjects show the same muscle condition after two
hours of driving.

Acknowledgements We would like to express my gratitude to the Ministry of Higher Education
of Malaysia (FRGS/1/2019/TK04/UMP/02/7). We appreciate their funding, assistance for helping
and aiding the advance of this research.

References

1. Gruyer D, Rakotonirainy A, Vrignon J (2005) The use of belief theory to assess driver’s
vigilance. Australas Road Saf Res Polic Educ Conf 1:1–10

2. Chen LL, Zhao Y, Ye PF, Zhang J, Zou JZ (2017) Detecting driving stress in physiological
signals based on multimodal feature analysis and kernel classifiers. Expert Syst Appl 85:279–
291

3. McCrary JM, Ackermann BJ, Halaki M (2018) EMG amplitude, fatigue threshold, and time to
task failure: a meta-analysis. J Sci Med Sport 21(7):736–741

4. Li L, Shin H, Li X, Li S, Zhou P (2016) Localized electrical impedance myography of the
biceps brachii muscle during different levels of isometric contraction and fatigue. Sensors 16:4



42 N. A. Ab. Rahman et al.

5. Sahayadhas A, Sundaraj K, Murugappan M (2012) Detecting driver drowsiness based on
sensors: a review. Sensors 12(12):16937–16953

6. Kang HB (2013) Various approaches for driver and driving behavior monitoring: a review. In:
Proceedings of the IEEE international conference on computer vision (ICCV), pp 616–623

7. Horberry T, Anderson J, Regan MA, Triggs TJ, Brown J (2006) Driver distraction: the effects
of concurrent in-vehicle tasks, road environment complexity and age on driving performance.
Accid Anal Prev 38(1):185–191

8. Apostoloff N, Zelinsky A (2003) Robust vision based lane tracking using multiple cues and
particle filtering. In: IEEE intelligent vehicles. Symposium proceedings, Figure 2, pp 558–563

9. Pranowo ID, Artanto D, Sulistyanto MP (2019) Non-intrusive vehicle-based measurement
system for drowsiness detection. TELKOMNIKA (Telecommun Comput Electron Control)
17(2):956

10. Alioua N, Amine A, Rziza M (2014) Driver’s fatigue detection based on yawning extraction.
Int J Veh Technol 2014

11. Lee BG, Chung WY (2012) A smartphone-based driver safety monitoring system using data
fusion. Sensors 12(12):17536–17552

12. Dababneh L, Sharaf AM, El-Gindy M (2016) Real-time non-intrusive monitoring and
prediction of driver distraction. Int J Veh Syst Model Test 11(3):193–216

13. Guo Z, Pan Y, Zhao G, Cao S, Zhang J (2018) Detection of driver vigilance level using EEG
signals and driving contexts. IEEE Trans Reliab 67(1):370–380

14. MuZ,Hu J,Min J (2017) Driver fatigue detection system using electroencephalography signals
based on combined entropy features. Appl Sci 7(2)

15. Zheng WL, Lu BL (2017) A multimodal approach to estimating vigilance using EEG and
forehead EOG. J Neural Eng 14(2)

16. Li R, Su W, Lu Z (2017) Physiological signal analysis for fatigue level of experienced and
inexperienced drivers. Traffic Inj Prev 18(2):139–144

17. Karthick PA, Ghosh DM, Ramakrishnan S (2018) Surface electromyography based muscle
fatigue detection using high-resolution time-frequency methods and machine learning algo-
rithms. Comput Methods Programs Biomed 154:45–56

18. Veer K, Sharma T (2016) A novel feature extraction for robust EMG pattern recognition. J
Med Eng Technol 40(4):149–154

19. PhinyomarkA, Phukpattaranont P, Limsakul C (2012) Feature reduction and selection for EMG
signal classification. Expert Syst Appl 39(8):7420–7431

20. Jo J, Lee SJ, Park KR, Kim IJ, Kim J (2014) Detecting driver drowsiness using feature-level
fusion and user-specific classification. Expert Syst Appl 41(4, Part 1), 1139–1152

21. Allison GT, Fujiwara T (2002) The relationship between EMG median frequency and low
frequency band amplitude changes at different levels of muscle capacity. Clin Biomech
17(6):464–469

22. Mustafa M, Taib MN, Murat ZH, Sulaiman N, Mohd Aris SA (2011) The analysis of EEG
spectrogram image for brainwave balancing application using ANN. In: Proceedings—2011
UKSim 13th international conference on computer modelling simulation UKSim 2011, pp
64–68

23. Hunter AM, de Vito G, Bolger C, Mullany H, Galloway SDR (2009) The effect of induced
alkalosis and submaximal cycling on neuromuscular response during sustained isometric
contraction. J Sports Sci 27(12):1261–1269

24. Basu B, Nagarajaiah S, Chakraborty A (2008) Online identification of linear time-varying
stiffness of structural systems by wavelet analysis. Struct Heal Monit 7(1):21–36

25. Shariatinasab R, Akbari M, Rahmani B (2012) Application of wavelet analysis in power
systems. Adv Wavelet Theor Appl Eng Phys Technol



Prediction of Blood Glucose Level Based
on Lipid Profile and Blood Pressure
Using Multiple Linear Regression Model

Q. ’A. A. Ahmad Fazil and Ummu Kulthum Jamaludin

Abstract Diabetes mellitus refers to a metabolic disorder that occurs due to
insulin resistance and/or inability to produce enough insulin from islet β–cells in
pancreas leads to increasing levels of blood glucose. Due to perturbation towards
current diabetes screening and diagnosis procedures that require fasting, oral
glucose consumption and involve invasive and finger-pricks, numbers of undiag-
nosed diabetes mellitus kept increasing due to hesitation of these people to take
screening tests as their routine check-up. Since diabetes mellitus is closely related
to blood glucose level, a multiple linear regression model for predicting the blood
glucose level gives the impression as one of the alternatives. Thus, this study proposed
a multiple linear regression equation for predicting the fasting blood glucose level
based on independent parameters of lipid profile and blood pressure as high blood
cholesterol and high blood pressure are known as risk factors for diabetes. There are
302 data collected from UMP’s retrospective data via data directory from Univer-
sity Health Centre in 2017 to 2018. This study shows that the adjusted R2 of 46.8%
for multiple linear regression model of fasting blood glucose level was obtained
to predict the possibility of pre-screening diabetes without fasting procedures. This
model equation was solely based on high density lipoprotein cholesterol, triglyceride
and systolic blood pressure levels with the prediction made by the model are accept-
able with moderate accuracy (MAPE = 9.46%). In order to increase the accuracy of
the model, future research should consider a bigger and wider cohort from different
comorbidities background which can be an alternative method in screening diabetes
mellitus.
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1 Introduction

According to the International Diabetes Federation report, diabetes mellitus (DM)
is a global alarming issue with increasing numbers of people being diagnosed with
DM from 382 million in 2013 to 422 million in 2017, worldwide. These numbers
are predicted to increase up to 642 million by 2040 [1, 2]. Based on the National
Health andMorbidity Survey conducted by theMinistry of Health Malaysia in 2019,
there are 3.9 million people diagnosed with DM which aged 18 years old and above
with prevalence of 18.3% and the prevalence of DM is predicted to increase up
to 21.6% in 2020 [3]. Type 2 DM which is commonly diagnosed among adults is
defined as ametabolic disorder that occurs due to insulin resistance and/or inability to
produce enough insulin from islet β–cells in pancreas [4]. Decreasing concentration
of insulin leads to increasing levels of blood glucose (BG) that are referred to as DM
or hyperglycaemia (i.e. high BG level) [5].

There are four current screening and diagnosing methods for DM in Malaysia
which are random blood glucose (RBG), fasting blood glucose (FBG), postprandial
glucose (PPG) and glycosylated haemoglobin (HbA1c). RBG is suggested to be
the simplest method in measuring BG since it is fast, can be repeated everyday,
the blood is drawn once at any time of the day and also requires no fasting and
no glucose consumption. However, the results is unreliable for screening purposes
without classic symptoms of DM (e.g. polyuria, polydipsia, weight loss and blurred
vision) [6]. This is due to the randomness of the RBG test since there are no specific
procedures needed in this test.

Besides, HbA1c also offers simple procedures like RBG test which also suggests
greater pre-analytical stability and less day-to-day perturbations during periods of
stress and illness [5]. However, HbA1c does not directly measure blood glucose.
HbA1c measures glycated haemoglobin which is more related to protein [5]. This
test also may vary with patients’ race or ethnicity. Some individuals and ethnic
groups have persistently lower or higher than the expected HbA1c levels compared
to others with similar BG levels [7]. These variations are caused by genetic factors
and differences in haemoglobin glycation rates such as red blood cell life-span or
mean red blood cell age, in those with and without type 2 DM [8].

Despite the fact that FBG and PPG tests have a great sensitivity towards DM
which directly measure blood glucose, people hesitate to uptake both tests as one
of their routine check-ups due to the procedure of both tests require fasting which
can lead to hypoglycaemia in certain individuals, especially diabetic patients. Mean-
while, only PPG test require glucose consumption as well as the test takes 2 h as a
standard procedure. Consequently, this hesitationwill contribute to a high percentage
of undiagnosed DM in future. Undiagnosed DM which is prevalent among young
and middle-aged is defined as subjects who meet the DM criteria but never been
diagnosed or prescribed anti-diabetic medications by medical practitioners [9].

For that reason, an effective strategy is essential to identify undiagnosed DM and
to prevent DM in future. After comparing the current tools, FBG test is the best option
to be implemented in the predictive model for screening DM purposes. Also, high
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fasting BG level is reported as an independent risk in Japanese population [10]. The
idea for this study is to predict blood glucose at fasting, without fasting procedures.

DM defined by American Diabetes Association (ADA) includes the condition
where defects in insulin secretion and action leads to abnormalities in carbohydrate,
protein and fat metabolism [5]. Thus, it shows the close relationship between blood
glucose, protein and body fat. HbA1c level could also be considered independent
parameter since it is related to protein, however, it will cost RM40 per test which is a
bit pricey to be included in this study. Study conducted by Lee et al. [9] reported that
undiagnosed DM subjects are more prevalent in uncontrolled hypertension (HTN)
[HTN: blood pressure, BP ≥ 140/90 mmHg] and high bad cholesterol. Also, blood
glucose level during fasting is significantly increase with increasing BP [11, 12].

Despite the fact that body mass index (BMI) is a well-known risk factor for DM
[13], BMI cannot be considered as an independent parameter because a person with
healthy BMI reading, obese or underweight may have or may not have DM due
to differences in age, fitness and body composition including body fat [14, 15]. In
addition, the effects of BMI have a conflict finding across different ethnic groups
which may lead to different prevalence of DM in ethnicity based on BMI [16].
Therefore, only lipid profile and BP are considered as independent parameters in
this study to predict blood glucose at fasting, without fasting procedure. To sum
up, this study proposed a multiple linear regression (MLR) model for predicting the
fasting BG level as an alternative tool to screen DM at the very early stage by using
blood cholesterol and BP levels in healthy subjects.

2 Methods

The ethical approval of this study was obtained from International Islamic University
Malaysia (IREC 657). Next, the retrospective data was collected from the University
Health Centre, Universiti Malaysia Pahang (UMP) directory. This retrospective data
was based on the collective data from yearly health screening campaigns for UMP’s
staff that were held back in 2017 and 2018.

2.1 Subjects

A total of 302 data (i.e. healthy subjects) available for present study after the cleaning
process. Healthy subjects means that the person has not been diagnosed for DM
and not been prescribed with anti-diabetic medicine by medical practitioners. Data
cleaning is the tactic to detect and to correct or to remove corrupt or inconsistent
data records from data collection [17]. Missing data was irreplaceable as the MLR
model for predicting fastingBG level proposed in this studywas purposely conducted
based on the real measurements. This is to represent the true physiology of a human
body behaviour and the relationship of BG, lipid and BP mechanisms. A general
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rule of thumbs indicated a clinical practice should have 30 subjects or more for each
parameter investigated [18]. Thus, this study followed the general rule of thumbs
with a total of 302 subjects since only 240 subjects needed when 8 parameters are
involved.

2.2 Data Statistical Analysis

Figure 1 shows research work flow for present study. A normality test was conducted
using one-sample Kolmogorov-Smirnov test via MATLAB software to determine
overall data distribution. All hypotheses in this study were tested using two-tailed
tests, which means the rejection region was for both sides.

This study uses three types of statistical tests via MATLAB R2016a software
which are one-sampleKolmogorov-Smirnov test,Mann-WhitneyU test andKruskal-
Wallis test that use a p-value approach to test all the hypotheses. p-value is the
probability of the observing data set if the null hypothesis for it means (parametric
test) or medians (non-parametric test) is true. Lower p-value can decrease the validity
of the result. α-value is a subtraction of p-value from 1. The confidence interval used
in this present study was 95% (p-value = 0.95), thus α-value was 0.05. If p-value <
α-value, then the null hypothesis, H0 was rejected vice versa.

This study split the overall data to create 70% (training): 30% (testing) data
due to limited numbers of data [16, 19]. Overall data was split randomly without
replacement using random number generation function, ‘rng’ function in MATLAB
R2016a software. Training data was used for modelling a MLR BG model then the
model was validated using overall 302 data [20]. After that, self-validation was done
using testing data to determine the ability of the MLR BG model in estimating the
BG value for a new data set. A hypothesis for paired samples was tested using a
non-parametric Mann-Whitney U test. It is equivalent to Wilcoxon rank sum, W test
which is available in MATLAB R2016a software. This test was used to determine
whether the two data sets are separated relatively.

Then, the MLRmodel used to describe a relationship of one dependent parameter
(BG) with more than one independent parameter (lipid profile and BP). Regression
analysis computed via MATLAB software also provided R, R2, adjusted R2 and p-
value. R was used as the overall correlation and the value was ranged from 0 (i.e. no
relationship) to +1 (i.e. strong relationship). R2 showed how the regression line can
predict the actual values. Adjusted R2 is the modified version of R2, must always be
lower than R2 value and has been adjusted for the number of predictors in the model.
AdjustedR2 closed to 1 indicated the best fit. Kruskal-WallisANOVA table computed
via MATLAB calculated median values (replacing mean function), provided similar
information as ANOVA table except for F-statistics which was replaced by a chi-
square statistical test. Thus, Kruskal-Wallis test was used to claim the hypothesis
that all group medians were equal versus the alternative hypothesis that at least one
group was different from the others.
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MLR BG model validation using overall data [302(100% data)]

Cross validation using testing data [91(30% data)]
• Comparing MLR by error metrics using training and testing data sets

MAPE<25%

Best, properly fit MLR BG model

Model is 
overly fitted

Yes

Probability sampling

Fitting multiple linear regression (MLR) using training data [211 (70% data)]
• Possible model = 2n − 1 = 127, (n) = independent parameters

MLR BG model selection using backward selection

p-value<0.05
No

Best MLR BG model
• Lowest p-value
• Highest adjusted R2 value
• All independent parameter(s) give significant effect to model

Remove and 
refit MLR BG 

Start

Data distribution (Hypothesis testing)

p-value<0.05
No

Parametric test

Non-parametric test

Yes

Yes

No

Yes

Low accuracy, 
prediction not 

acceptable

Difference of
• RMSE<0.3mmol/L
• MAE<0.3mmol/L
• MAPE<6.49%

No

Fig. 1 Framework for data statistical analysis
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There will be a total of 2k − 1 possible models for k independent parameters (x1,
x2, …, xk). Thus, selecting the best model was functionally to simplify the model
by removing redundant predictors (independent parameters), removing unnecessary
predictors that will add noise to the estimation of others predictors, and identifying
collinearity between predictors and selecting only one parameter among them. There
are various methods for model selection including backward, forward and stepwise
selection. This study used backward selection since it was the simplest procedure
among all which was similarly used by Pralle et al. [20] as well as Abdollahian and
Gunaratne [21] studies. Starting with all independent parameters in the model, then
a significant independent parameter was removed one by one according to their p-
value > 0.05. In the end, the best model chosen in this study had the highest adjusted
R2 value with the smallest p-value, and all independent parameters were significant,
p-value < 0.05.

The proposed MLR BG model was validated by comparing the observed and the
expected BG values box plot. The expected BG value (predicted BG) was gained
by solving the equation gained after the model selection process using input lipid
profile and BP values from the observed data (i.e. overall data). The maximum and
the minimum values of box plots gave information whether the MLR BG model
overestimated or underestimated the BG value, respectively. Besides, error metrics
based on residuals (y − y

∧

) consisting of mean absolute error (MAE), mean absolute
percentage error (MAPE), rootmean square error (RMSE) andmean percentage error
(MPE) were used to validate the model. Residuals were referred to as the differences
between the predicted and the observed values of the validation samples.

MAE was the average magnitude of error produced by the MLR model. MAPE
determined how far the MLR model’s predictions were off from actual values on
average. RMSE was used to measure how large MLR model’s residuals were spread
out. MPE was used to determine whether the MLR model was systematically over-
estimated (positive error) or underestimated (negative error) the actual value. At the
end, MAPE was used as the benchmark for MLR BG model based on accuracy and
forecast’s acceptability. Table 1 shows MAPE indicator to determine accuracy and
forecast acceptability as reported by Swanson [22].

For self-validation purposes, these four error metrics were used to determine
whether MLR BGmodel proposed by this study was having the best fit or it is overly
fitted. The best fit model would have similar error magnitude between training and
testing data. Meanwhile, an overly fitted model would have incredibly low error

Table 1 MAPE indicator MAPE value (%) Accuracy Forecast acceptability

0 Perfect Acceptable

0.1–5 High Acceptable

5.1–9.9 Moderate Acceptable

10–25 Low Acceptable

>25 Very low accuracy Not acceptable
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magnitude for training data compared to testing data due to the MLR model recog-
nizing the data pattern from the training data. Thus, it worked poorly on the new sets
of data (i.e. testing data).

3 Results and Discussion

3.1 Subjects Demographic and Data Distribution

The distribution of male 164 (54.3%) and female 138 (45.7%) subjects were almost
the same, where it was dominated by the age group of 40–49 years old 145 (48%).
The highest race was Malay 279 (92.4%), followed by Chinese 7 (2.3%) and Indian
3 (1.0%) subjects. Totally, up to 95.7% were Malaysians and 4.3% were foreigners.
Roughly, the majority subjects have normal and pre-obese BMI which were 112
(37.1%) and 115 (38.1%), respectively. Then, it was followed by 71 (23.5%) obese
and 4 (1.3%) underweight subjects. The clinical data collected to give an overview
of the overall data (n = 302) is summarised in Table 2.

In general, most subjects have normal levels of dependent: BG (75.50%) and inde-
pendent parameters: TC (84.44%), HDLC (81.79%), LDLC (82.45%), TG (79.80%)
and BP (65.56%). All of these values were based on ADA [5]; National Choles-
terol Education Program (NCEP) ATP III [23] and Bhagani et al. (2018) study [24]

Table 2 Clinical details of overall data (n = 302)

Profile Category Mean ± S.D. Normal level

Dependent parameter BG (mmol/L) 5.2 ± 0.9 4.0–5.5 (fasting BG)

Independent parameter Total cholesterol, TC
(mmol/L)

5.2 ± 0.9 <6.20

High density lipoprotein
cholesterol, HDLC
(mmol/L)

1.3 ± 0.3 >1.03

None high density
lipoprotein cholesterol,
non-HDLC (mmol/L)

3.8 ± 1.0 <3.4

Low density lipoprotein
cholesterol, LDLC
(mmol/L)

3.3 ± 0.9 <4.11

Triglycerides, TG
(mmol/L)

1.3 ± 0.8 <1.70

Systolic BP, SBP
(mmHg)

126.2 ± 14.9 <130

Diastolic BP, DBP
(mmHg)

77.8 ± 13.0 <85
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Table 3 Normality test of
BG, lipid profile and BP
levels (n = 302)

Parameter p-value

BG (mmol/L) <0.05*

TC (mmol/L) <0.05*

Non-HDLC(mmol/L) <0.05*

HDLC (mmol/L) <0.05*

LDLC (mmol/L) <0.05*

TG (mmol/L) <0.05*

SBP (mmHg) <0.05*

DBP (mmHg) <0.05*

*: Statistical significance attributed to results when p-value < 0.05

for fasting BG, lipid profile and BP levels. However, Non-HDLC (66.56%) level
in this study (3.8 mmol/L) was above the recommended value by NCEP ATP III
(<3.4 mmol/L).

To ensure the normality of the model, a statistical test known as one-sample
Kolmogorov-Smirnov was conducted to test the null hypothesis and claim that BG,
lipid profile and/or BP levels come from standard normal distribution. Table 3 shows
the normality test results of BG, lipid profile and BP levels using the ‘kstest’ function
computed via MATLAB software.

Overall, since p-value < 0.05, then the null hypothesis was rejected. At 5% signifi-
cance level, therewas no sufficient evidence to support the claim that BG, lipid profile
and BP levels were normally distributed. As a result, a non-parametric statistical test
known as Wilcoxon rank sum test was used for probability sampling. Besides, a
non-parametric Kruskal-Wallis test was used in MLR model analysis.

3.2 Probability Sampling

Next, a hypothesis for paired sampleswas tested to claim that both training and testing
data sets have similar medians of dependent and independent parameters. Table 4
shows the results of a hypothesis tested using Wilcoxon rank sum test computed via
MATLAB software.

From Table 4, since p-value > 0.05, it failed to reject the null hypothesis. At 5%
significance level, therewas sufficient evidence to support the claim that both training
and testing data sets have BG, lipid profile and BP levels with similar median. For
that reason, it is suggested that both groups were split relatively.
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Table 4 Results for rank sum
test for training and testing
data sets

Parameter Training data Testing data p-value

BG (mmol/L) 5.2 ± 0.9 5.2 ± 0.9 >0.05

TC (mmol/L) 5.2 ± 0.9 5.1 ± 0.9 >0.05

Non-HDLC (mmol/L) 3.9 ± 1.0 3.7 ± 1.0 >0.05

HDLC (mmol/L) 1.3 ± 0.3 1.4 ± 0.4 >0.05

LDLC (mmol/L) 3.3 ± 0.9 3.2 ± 0.9 >0.05

TG (mmol/L) 1.3 ± 0.8 1.3 ± 0.9 >0.05

SBP (mmHg) 127.1 ± 15.0 124.6 ± 14.5 >0.05

DBP (mmHg) 78.4 ± 12.9 76.3 ± 13.0 >0.05

3.3 MLR Model Analysis

The formula of MLR model in predicting BG in this study was given by Eq. 1 as
follows:

BG
∧

= β̂0 + β̂1TC + β̂2Non-HDLC + β̂3HDLC

+ β̂4LDLC + β̂5TG + β̂6SBP + β̂7DBP (1)

where BG
∧

: predicted value of dependent parameter (BG); β̂0: estimated value of
plane intercept; β̂1, β̂2, . . . , β̂7: estimated value of the regression coefficients. Table
5 shows the MLR model between dependent and independent parameters.

From the regression statistics in Table 5, the adjusted coefficient of determination
(adjusted R2) was 0.478. Hence, 47.8% of the BG level can be explained by TC, non-
HDLC, HDLC, LDLC, TG, SBP and DBP levels. Figure 2 shows Kruskal-Wallis
ANOVA table results of multiple comparisons between BG level and independent
parameters (lipid profile and BP).

Based on Fig. 2, since p-value < 0.05, hence the null hypothesis was rejected.
Thus, there was sufficient evidence to claim that at least one of the independent
parameters was related to the BG level at 5% significance level.

Table 5 MLR statistics for
all seven independent
parameters (lipid profile and
BP levels)

Regression statistics

R 0.704

R square 0.495

Adjusted R square 0.478

Standard error 0.673

Observations 211
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Fig. 2 MLR statistics for all seven independent parameters (lipid profile and BP levels)

3.4 Model Selection

There were 127 (calculate: 27 − 1) possibleMLRmodels to be considered as the best
regression model for BG. The best model was chosen to simplify the MLR model
so that the BG model contained only significant independent parameters without
collinearity. Multicollinearity is a condition where one independent parameter in a
MLR can be linearly predicted by another independent parameter(s). Model selec-
tion process is crucial so that the best model will be able to predict well without
unnecessary and redundant independent parameters that will affect the estimation of
other independent parameters.

This study applied a backward selection method as it has the simplest procedures
to select the best MLR model. The backward selection method started with all seven
independent parameters in the model as shown in Fig. 3a. Independent parameters

Fig. 3 MLR analysis with a seven, b six, c five and d four independent parameters
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with the highest p-value > 0.05 were removed from the model as in Figs. 3a–c.
From Fig. 3d, all four independent parameters give significant effect to the model
with p-values < 0.05 and have moderate adjusted R2 = 0.48. However, TC level was
removed from theMLRBGmodel since TC had no correlation with BG individually
(p-value > 0.05) (refer to the Appendix).

LDLC, non-HDLC and TC levels are excluded from the model since these three
levels have no significant correlation with BG level (p-value > 0.05) individually,
so any combination with LDLC, non-HDLC and TC levels was not preferred. In
addition, LDLC level was influenced by TC, TG and HDLC levels since the deter-
mination of LDLC value was calculated using these three values [25]. Also, TC level
was influenced by HDLC and non-HDLC levels because TC is the summation of all
lipoprotein present in the human body consisting of good cholesterol (HDLC) and
bad cholesterol (non-HDLC) [26].

Studies conducted by Stein et al. [27] and Yeboah et al. [28] also found that non-
HDLC level had no significant relationship with BG level. Furthermore, increasing
non-HDLC closely related with the accumulation of small dense LDL particles and
TG inplasma, including chylomicron andvLDLCremnants [29]. Thus, it is suggested
that non-HDLC level was influenced by LDLC and TG levels. Moreover, only few
research papers have reported on non-HDLC as a parameter.

Next, the MLR model was re-fitted with three independent parameters without
DBP, LDLC, non-HDLC and TC levels as shown in Fig. 4. All three independent
parameters give significant effect to the model with p-values < 0.05. In addition,
HDLC (R2 = 0.404, p-value < 0.05) had moderate correlation with BG level (refer
to the Appendix). Meanwhile TG (R2 = 0.186, p-value < 0.05) and SBP (R2 = 0.144,

Fig. 4 MLR analysis with three independent parameters
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Table 6 Relationship
between dependent parameter
(BG) and independent
parameters (HDLC and TG)
as reported in different studies

Study Significant
correlation with
BG, R2

Subjects, n

HDLC TG

Present study (2020) 0.404 0.186 211 healthy

[30] 0.020 0.032 9764 diabetic

[31] 0.030 0.050 515 healthy and 523
diabetic

[32] – 0.130 89 healthy

p-value < 0.05) were having weak correlation with BG level (refer to the Appendix).
Thus, any combination with HDLC, TG and SBP were acceptable.

Table 6 shows the variability in R2 values reported by different studies might be
due to differences in sample size and healthy condition of subjects involved. Study
by Lin et al. [30] focused on the relationships between lipid profile with insulin
resistance and DM. Meanwhile, Misra et al. [31] study, the aim was to determine the
prevalence of DM, metabolic syndrome and cardiovascular risk factors in US Asian
Indians. For Alwardata et al. [32] study, it is focused on the relationship between
HTN and metabolic disorders among elderly patients in North Jordan. Despite the
differences in R2 values, all these studies reported that HDLC and TG levels are
significantly correlated with BG level.

Adjusted R2 = 0.468 means that there was 46.8% of the variation in the BG
values that can be predicted by HDLC, TG and SBP levels and Eq. 2 was the best
for predicting BG value at fasting.

BG
∧

= 5.4417 − 1.5469HDLC + 0.1893TG + 0.012754SBP (2)

The estimatedBGvaluewas 5.4417mmol/LwhenHDLC,TGandSBP inputwere
zeros. The estimated BG value decreased by 1.5469 mmol/L for every 1 mmol/L of
HDLC value when TG and SBP values were held constant.Meanwhile, the estimated
BG value increased by 0.1893 mmol/L for every 1 mmol/L of TG value when HDLC
and SBP values were held constant. Besides, if HDLC and TG values were held
constant, the estimated BG value increased by 0.012754 mmol/L for every 1 mmHg
of SBP value.

Based on Eq. 2, HDLC has a negative estimated regression coefficient which was
−1.5469. This means that, decreasing level of HDLC increased the BG level. Similar
results were found in He et al. [33]; Odum and Young [12], and Rkhaya et al. [34]
studies. Contradict toHassan et al. [35] studywhich found no significant difference (p
> 0.05) between diabetic and non-diabetic subjects for HDLC level. This difference
might be due to the differences in the number of subjects since Hassan [35] only
included small data input of 30 healthy and 31 T2DM subjects.

In contrast, Eq. 2 showedTGandBPhad positive estimated regression coefficients
which were 0.1893 and 0.012754, respectively. This suggested that increasing the
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level of TG and BP increased the fasting BG level. Similarly found in Hassan et al.
[35]; He et al. [33]; Odum and Young [12], and Rkhaya et al. [34] studies that also
found subjects with higher TG and BP levels had higher fasting BG level. For BP
level, only SBP is included in the model since SBP and DBP levels were collinear.
Therefore, it is suggested to choose between SBP and DBP as both levels were
previously reported having strong correlation when R = 0.62 [36].

3.5 Model Validation and Self-validation

The MLR BG model was validated by comparing the fasting BG data between the
observed value and the expected value. Expected fasting BG value was gained by
solving Eq. 2 using input of HDLC, TG and SBP values from the observed data (i.e.
overall data).

By referring to Fig. 5, the minimum and the maximum observed fasting BG
values were 4.1 mmol/L (normal fasting BG: 4.0–5.5 mmol/L) and 11.3 mmol/L
(DM: fasting BG ≥ 7.0 mmol/L), respectively. Meanwhile, the minimum and the
maximum fasting BG values for the expected were 2.9 mmol/L (hypoglycaemia:
fasting BG < 4.0 mmol/L) and 7.5 mmol/L, respectively. The minimum and the
maximum fasting BG value for expected box plot was lower than the observed box
plot. This suggests that theMLRBGmodelmight underestimate the actual fastingBG
value. Fasting BG value which was used to screen and diagnose pre-diabetes and DM
should never be underestimated as DM diseases might lead to various co-morbidities
(i.e. HTN and cardiovascular diseases) and mortality. Table 7 shows the summary of
four error metrics which are used to validate (overall data) and self-validate (training
and testing data sets) the MLR BG model.

For overall data, the MAE value for MLR BG model in this study was
0.5036 mmol/L, which was relatively small given that this study data ranged from

Fig. 5 Box plots of
observed and expected
fasting BG values (n = 302)
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Table 7 Error metrics values Error metric Overall data (n
= 302)

Training data (n
= 211)

Testing data (n
= 91)

MAE
(mmol/L)

0.5036 0.4483 0.6319

RMSE
(mmol/L)

0.7298 0.6800 0.7840

MPE (%) +1.07 +1.06 +1.09

MAPE (%) 9.46 8.27 12.20

4.0 to 11.0 mmol/L. MAE value in this study was smaller when compared to Yan and
Zhang [37] study which was 2.07 mmol/L. This difference might be due to differ-
ences of independent parameters used to predict BG level as Yan and Zhang [37]
used breath samples (i.e. non-invasive, monitoring DM method) in their study.

Even if there was a chance that the MLR BG model might underestimate fasting
BG value, positive value of MPE = +1.07% indicated that this MLR BG model
has higher chances to overestimates actual fasting BG value with missed of actual
fasting BG values by about 0.7mmol/L (RMSE= 0.7298mmol/L). Furthermore, the
missed value was larger than the possibleminimum changes of FBG value whichwas
±0.1 mmol/L. Even ±0.1 mmol/L could change the diagnostic status of a person,
thus ±0.7 mmol/L could be even worse.

For example, Abu has normal actual fasting BG= 5.0 mmol/L (4.0–5.5 mmol/L).
Due to a miss of 0.7 mmol/L, the MLR BG model might overestimate Abu’s
fasting BG = 5.7 mmol/L then changes the diagnostic status to pre-diabetes (5.6–
6.9 mmol/L). In this case, overestimating fasting BG value can give extra awareness
to Abu, as he needs to begin to consider practicing a healthy diet and lifestyle.

Another example, Bob has abnormal actual fasting BG = 6.0 mmol/L (i.e. IFG).
The predictivemodel underestimates Bob’s fasting BG= 5.3mmol/L by 0.7mmol/L
and changes the diagnostic status to non-diabetic. For this case, suppose Bob has
started to consider practicing a healthy diet and lifestyle. However, hemight continue
his current diet and lifestyle unknowingly his current conditions.

On top of all that, the model has moderate accuracy (MAPE < 10%) which predic-
tions made were 9.46% (i.e. MAPE) off from the actual fasting BG value. However,
since the MAPE value was <25%, it is suggested that the forecast made by the
proposed MLR BG model was acceptable as reported by Swanson [22] study.

Meanwhile, for self-validation, the error metrics for testing data were higher than
the training data in this study. Since both data sets showed positive MPE values, it is
affirmed that the MLR BG model has higher chances to overestimate actual fasting
BG value.

If the evaluation of model using training data is extremely higher than the model’s
evaluation using testing data, the model is said to be over-fit as it memorized the
training data and works poorly on the new data. By comparing with the Zeng et al.
(2020) study [38], the ratio of total subjects is 1:11 with this study. Thus, the target
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Table 8 Value differences
for error metrics by different
studies

Metrics Value differences

This study (2020) [38] Target

No. of subjects 302 3414 1:11

Dependent
parameter

BG level HbA1c level

No. of independent
parameter

3 4

MAE (mmol/L) 0.2 0.03 0.3

MAPE (%) 3.93 0.59 6.49

RMSE (mmol/L) 0.1 0.03 0.3

MPE(%) Both positive – –

for differences in error metric values in this study was set to be compatible with the
value differences in Zeng study as shown in Table 8.

The model suggested to have a properly fit characteristics as the differences in
MAE and RMSE values were lower than 0.3 mmol/L and differences in MAPE
value was lower than 6.49%. Variability in error metrics values reported by different
studiesmay be due to differences in sample size aswell as dependent and independent
parameters involved. Zeng et al. [38] study had bigger sample size (n = 3414) and
it predicted HbA1c level using four independent parameters compared to this study
which has much smaller sample size (n = 302) and predicted fasting BG level using
three independent parameters.

In short, self-validation suggests that this model is a properly fit model by consid-
ering errormetrics between predictive training and test in Table 7were about the same
magnitude where differences inMAE and RMSE values were lower than 0.3mmol/L
and differences in MAPE value was lower than 6.49%.

4 Conclusion

This study proposed the MLR BG model for about 46.8% of the variation in the
BG values could be predicted by HDLC, TG and SBP levels. There was sufficient
evidence to claim that there was significant correlation between HDLC (R2 = 0.404,
p-value < 0.05), TG (R2 = 0.186, p-value < 0.05) and SBP (R2 = 0.144, p-value
< 0.05) levels with BG. Thus, all these three levels were eligible to be independent
parameters for theMLRBGmodel. Thepredictionsmadeby themodel are acceptable
with moderate accuracy as reported by Swanson (2015) study [22] due to its MAPE
value is 9.46%. The positive value of MPE (+1.07%) indicates that this model has
higher chances to overestimates actual blood glucose value at fasting with missed of
actual blood glucose value (RMSE = 0.7298) was larger than the possible minimum
changes of blood glucose level which is 0.1 mmol/L.
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The overall sample was not representative of the whole Malaysia population as
it was predominantly ethnic Malay (92.2%). In addition, this study was carried out
within UMP’s staff and students which was unlikely to be representative of those in
other universities, other parts of countries and different ethnic. Thus, future study
should involve wide variety cohorts which cover different types of demographics in
Malaysia. Study should not be restricted to PeninsularMalaysia only. Higher chances
to predict the variation in the fasting BG values based on lipid profile and BP levels
might be achieved if widen the subjects’ cohort.

Furthermore, data used in this study was collected from UMP’s retrospective
data which only provided limited information (i.e. BG, lipid profile, BP, age, gender
and BMI levels) of subjects. Thus, this study was unable to verify the correlation
between the fasting BG level and the heart rate variability as reported by Lutfi and
Elhakeem [39]. For that reason, future study should consider heart rate variability
as an independent parameter for fasting BG value as their correlation stated in Lutfi
and Elhakeem [39] and should verify the variability of TG level since it is reported
to be increased by 0.3 mmol/L when not fasting by Botet et al. [25].

To sum up, it is possible to decrease the percentage of undiagnosed DM by
simplifying the procedure for the current DM screening tests in Malaysia which
requires fasting and oral glucose consumption. An efficient screening test that is
highly repeatable, and also requires no fasting and no glucose consumption would
be more preferable to be used. This preferable test could be engineered by consid-
ering other independent parameters (i.e. risk factors) of DM by determining their
relationship with BG.
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Appendix

Correation Between BG and Independent Parameters
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and Azrina Md Ralib

Abstract Stress-induced hyperglycaemia commonly occurred in the ICU. It is
known that the majority of the ICU centre in Malaysia is using intensive insulin
therapy (IIT) protocol in order to control glucose level in critically ill patient blood
within the targeted level to achieve required safety goals. However, alterations to the
current practice needed to be considered to minimize the risk of hypoglycaemia and
mortality while reducing the case of hyperglycaemia event. Therefore, the objec-
tive of this research paper is to weigh and evaluate the performance of a modern
practice known as Stochastic Targeted (STAR) Protocol in managing blood glucose
(BG) levels in Malaysia ICU cohort and to compare its performance between the
three participating hospitals (HTAA, HUSM and PPUM) via MATLAB simulations.
STAR is a tablet-computer based protocols that provide patient-specific glucose
control framework accounting for patient variability with a stochastically derived
maximum 5% risk of hypoglycaemia events. The in-silico trials were simulated with
controlled goal feed (GF) and without GF. Only one type of nutrition is considered in
this study, which is Glucerna. The results show that all three ICU centre with STAR
simulation have a tight glycemic control with HTAA (83.6%), HUSM (76.8%) and
PPUM(80.6%) in termsofBGwithin the targetedbandof 4.0–10.0mmol/L.Also, the
medianBGmeasurement level and insulin secretion shows decrease in percentage for
all ICU cohort, HTAA (12.3%; 30.2%), HUSM (21.6%; 9.9%) and PPUM (17.9%;
13.3%). The insulin sensitivity (SI) of STAR simulations have a significant increase
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when compared with IIT protocol, HTAA (26.1%), HUSM (33.3%) and PPUM
(50%). The Kruskal-Wallis test was utilized to test the BG, SI and insulin secretion
median. There are significant differences between IIT protocol andSTARsimulations
among the three cohorts ICU centre with p-value < 0.05.

Keywords Stochastic targeted · STAR · Stress induced hyperglycemia ·
Hypoglycaemia

1 Introduction

The IntensiveCareUnit (ICU) is an exclusive department of the hospital that provides
rehab and care to the critical patients. The first ICU ward in Malaysia was set up
at the Pusat Perubatan Universiti Malaya (PPUM) or formerly known as Hospital
University, Kuala Lumpur in 1969 [1]. During the last decade, the number of ICU
wards increased and approaching the year of 2020, almost all government hospitals
inMalaysia has its ICU centre. With the use of advanced technology medical devices
and close monitoring from the highly specialized physicians, ICU provides contin-
uous and specific care to rehabilitate critical patient based on their current conditions.
Even though with a high quality of medical treatment, the ICU mortality rate can be
considered high with approximately 20% of mortality cases reported worldwide.

In 2001, research from van den Berghe [2] initiates the role of intensive insulin
therapy in controlling the patient glycaemic level and reducing ICU mortality rates.
In recent years, many researchers referring to Berghe research as a fundamental study
which they are focusing on improving the ICU patients’ health and condition using
the tight glycaemic control protocol and lowering the death rate in the ICU. A normal
protocol written to control the ICU patients’ BG level in theMalaysian ICU cohort is
Intensive Insulin Therapy (IIT). IIT administered sliding scale practice in measuring
the supply of insulin needed by the patients based on the current measured glucose
content in the patients’ blood sample drawn via finger prick [3]. This traditional
protocol, which is a manually automated system, requires closed monitoring and
frequent bedside treatment from the medical staffs. The practice of the sliding scale
method indeed improving and maintaining the patient glucose level within a safety
band, but the undesired event of mortality cases still occurs during the process. This
method is conducted in hourly-basis and incapable of predicting the next hour BG
level [4]. Therefore, it is indirectly creates clinical workload to the physicians to keep
an eye and controlling patients’ BG levels in the ICU setting. Thus, a BGperformance
simulation studies between threeMalaysian ICU centre using clinically validated BG
control protocol [5–8] known as STAR protocol have been conducted to analyze the
suitability of the protocol with Malaysian ICU cohort.
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2 Methods

2.1 Clinical Data Information

The clinical data recorded in the collected check sheet can be used in the simulation.
The data needed to be extracted and screened before proceed with the simulation
tests to ensure the effectiveness of the experiment. Patients’ total length of stay
in the ICU ward, demographics of every patients including their age, gender and
weight, patients’ comorbidity history; and patients’ clinical data—insulin intake
(U/h), BGmeasurement (mmol/L), enteral feeding type and feeding quantity (ml/h);
are extracted data from the ICU check sheet.

2.2 Virtual Trial and Virtual Patient

The in-silico trial needs to be done first to avoid undesirable events occur during the
pilot clinical trial and to ensure the safety of the ICU patient. The overall achievement
of the in-silico experiment is comparedwith the initial results of clinical data obtained
from the ICUcheck sheet of the selected hospitals to analyse the results and to observe
the improvement in the improvised BGmanagement by using STAR with controlled
goal feed. The actual clinical data of Malaysian ICU cohort patient who underwent
IIT protocol is needed to generate the virtual patient via ICING equation model.
Hospital Tengku Ampuan Afzan (HTAA) have clinical data of 94 patients while
Hospital Universiti Sains Malaysia (HUSM) and Pusat Perubatan Universiti Malaya
have 55 and 60 patients respectively as shown in Table 1 who underwent IIT.

Enteral and parenteral nutrition are two types of nutrition that are given to the
ICU patient and the parenteral nutrition is neglected in this experiment. The virtual
patient simulation only considered Glucerna as the main enteral nutrition instead
of giving many types of enteral nutrition (Jevity, Isosource and Novasource) as per
current practice in the selected hospital. As per ESPEN [9] recommendation, the
daily nutrition needed by the virtual subject is based on the specific goal feed, GF
(kcal). Specific GF can be determined based on their bodyweight data. The use of the
25 kcal/kg/day for daily calorie intake for a virtual patient is adequate when indirect
calorimetry is not available. For example, a 50 kg patient need to consume 1250 kcal
in a day (i.e. 50 kg × 25 kcal/kg/day = 1250 kcal/day). The glucose content in

Table 1 Patient
demographics

HTAA HUSM PPUM

Total patients 94 55 60

Weight, kg (mean) 67.8 67.9 74.0

Age (years—mean) 49.9 67.6 60.6

% Male 60.6 67.3 63.3
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Glucerna is 0.0812 g/mL for each 1 kcal/mL. Thus, a 50 kg virtual patient requires
approximately 4.23 g (or 101.5 g/day) of glucose in an hour which can be calculated
as shown in Eq. (1).

1250 kcal/day

24 h/day
÷ (1 kcal/mL) = 52.08mL/h × (0.0812 g/mL)

= 4.23 g/h of glucose (1)

The extracted clinical data is filtered based on the patients’ specific comorbidity
history before converting all the data to the virtual patient simulation using Intensive
Control Insulin-Nutrition-Glucose (ICING) modelling run by MATLAB software.

2.3 Physiological Modelling

Under a standard SOP from the selected hospital, a blood specimen drawn from an
ICU patient can onlymeasure their current BG level. A real-timemodelling equation,
the ICING model, doable to predict future patients’ hourly insulin sensitivity, SI , by
simulating the patient current BG level data [10–12] which can reduce the medical
staff workload. The model equations defined in Eqs. (2)–(8).

Ġ = −pGG(t) − SI(t)G(t)
Q(t)

1 + αGQ(t)
+ P(t) + EGP − CNS

VG
(2)

Q̇ = nI(I(t) − Q(t)) − nC
Q(t)

1 + αGQ(t)
(3)

İ = −nKI(t) − nL
I(t)

1 + αII(t)
− nI(I(t) − Q(t)) + uex(t)

VI

+ (1 − xL)
uen(t)

VI
(4)

ṖI = −d1P1(t) + D(t) (5)

Ṗ2 = −min(d2P2(t),Pmax) + d1P1(t) (6)

P(t) = min(d2P2(t),Pmax) + PN(t) (7)

uen(t) = min(max(umin, k1G(t) + k2), umax) (8)
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Fig. 1 The generated BG
forecast (points A to F)
within the target 5th–95th
percentiles: 80–145 mg/dL
(i.e. 4.44–8.0 mmol/L)

Above physiological model achieved low fitting and low prediction error based on
prior studies [13–17] when the virtual clinical data inputs obtained from the actual
patients fitted to the ICING model.

2.4 Stochastic Control Methods

The uncertainties of hypoglycaemia and hyperglycaemia cases (5% for BG <
4.44 mmol/L, ≈ 1% for BG < 4.0 mmol/L) can be minimized when using STAR
protocol. This protocol uses stochastic forecasting that provides a control frame-
work for future outcomes. As mentioned previously, ICING equation model used
to simulate BG measurement from the clinical data to identify current SI profile
for the virtual patient. Then, the STAR protocol simulates the identified SI profile
to give an output of SI values used for future forecasting. The predicted SI is then
simulated by ICING model to generate a safe range of BG results which give the
most suitable therapy correlate with potential insulin rate and nutrition administra-
tion combinations. For every tolerable insulin rate, the BG outcomes are simulated
between the 5th percentile (refer to Fig. 1, points A-C) and 95th percentile (refer
to Fig. 1, points D-F). The outcomes of the simulation expected to stabilise clinical
workload, nutrition rates, and BG variability.

2.5 Performance Metrics

There are four classes of range—hypoglycaemic (BG < 4.0 mmol/L), normal BG
level (BGwithin 4.0–10.0 mmol/L) and hyperglycaemic (BG > 10.0 mmol/L). Every
class has its respective treatment based on the patient conditions and comorbidities
to stabilise patients’ BG level. A high number of percentages in the normal range
of BG levels and a decrease in the percentage of patients with severe hypo and
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hyperglycaemia when compared to the original clinical data from the ICU centre
of selected hospital ensure patients’ safety and proves STAR’s performance. The
reduced frequency of the blood specimens drawn from patients to measure their
current BG levels in the patients’ blood will decrease the bedside treatment as much
as reduce medical staff labor. The less frequency of the blood sampling required, the
better the performance of the STAR protocol.

3 Results and Discussion

3.1 Performance

Based on the insulin-glucose rates tabulated in Tables 3, 4 and 5, it shows that all
HTAA, HUSM and PPUMdata of STARwith controlled goal feed simulations offers
tight control that stabilizes and control patient’s BG level and at the same time helps to
reduce hyperglycaemia incidence in the all participated ICU centre (HTAAdecreases
by 12.1%, HUSM decrease by 25% and PPUM decreases by 17.4%). The amount of
exogenous insulin suggested to the critically ill patient by STAR simulation for all
cohorts is higher when compared to the initial trial simulation for IIT, which provide
an outcome of simulated BG between the 5th percentile and 95th percentile that leads
to the increase of percentage of BG concentration within a safety range or percentage
of desired glycaemic bands (4.00–10.0mmol/L)withHTAAcohort increase by9.6%,
while HUSM and PPUMpercentage increase by 22.4% and 15.1% respectively. This
proves that STAR simulation provides an optimum amount of insulin needed by the
patient. The right amount of insulin administrated to the critically ill patientmaximize
the capacity of glucose absorption from the bloodstream to their body effectively to
achieve glucose homeostasis.

The introduction of controlledGF to the trial simulation shows an improvement for
all cohorts. The amount the glucose content required by the patient and the patient’s

Table 2 Nutrition
informationa

Nutrition kcal/mL Glucose content (g/mL)

Diabetic resource 1.06 0.0872

Glucerna 1.00 0.0812

Jevity 1.50 0.2020

IV 1.0 0.5000

Nepro 1.80 0.0863

Ensure 1.06 0.1370

Peptamen 1.00 0.0493

Diben 1.50 0.0800

aFull product information can be obtained from the Abbott and
Nestle websites respectively
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Table 3 HTAA BG performance

Whole cohort statistics IIT STAR STAR Glu STAR Glu GF

# of patients 94 94 94 94

Total hours 11,838 11,798 11,798 11,823

# of BG measurements 5608 7071 7235 6367

BG median 8.1 7.3 7.5 7.1

[IQR] (mmol/L) [6.7–10.1] [5.9–9.1] [6.0–9.3] [5.7–8.6]

Desired glycaemic bands

% BG within 6.0–10.0 mmol/L 61.6 57.1 57.6 58.1

% BG within 4.0–5.9 mmol/L 12.4 23.4 21.8 25.5

Glycaemic bands

% BG > 10.0 mmol/L 25.2 16.7 17.9 13.1

% BG < 4.0 mmol/L 1.1 2.7 2.6 3.3

# of patients < 2.2 mmol/L 1 8 8 8

Interventions

Median insulin rate 1.5 4.5 5.0 4.5

[IQR] (U/h) [1.0–3.0] [2.0–8.0] [2.0–8.0] [2.0–7.5]

Median glucose rate 5.7 4.3 3.9 5.8

[IQR] (U/h) [2.6–6.1] [1.9–6.6] [1.9–6.6] [3.9–6.6]

body weight is the main factor in controlling every patient’s goal feed. To ensure
the ICU patients received the right amount of nutrition and to avoid the significant
weight loss due to a deficient amount of nutrition given to the patient and excessive
glucose content in the blood which will lead to hyperglycaemia, the GF is necessary
to be determined before STAR is initiated (Tables 4 and 5).

3.2 Safety

Theoptimumamount of the insulin suggestedby theSTARsimulationwhich success-
fully decreases the cases of stress-induced hyperglycaemia in the virtual patient affect
the virtual patients who initially have low BG level. Prior study [6–8] proven that
≈1% of hypoglycaemia case reported when STAR is introduced and there are three
patients (≈3%) will be experiencing hypoglycaemia. Malaysian ICU cohort have
higher chances of getting hypoglycaemia and hyperglycaemia when compared to
the other countries that used STAR [8, 15] because of the level of comorbidities and
different type nutrition given to the Malaysian patients. From the table above, all
the ICU centres show slightly increased in the number of percentage of hypogly-
caemia cases (BG < 4.00 mmol/L) with HTAA increase by 2.2%, HUSM increase
by 2.8% and PPUM increase by 2.3%. While the case of severe hypoglycaemic
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Table 4 HUSM BG performance

Whole cohort statistics IIT STAR STAR Glu STAR Glu GF

# of patients 55 55 55 55

Total hours 9884 9848 9847 9868

# of BG measurements 3113 6739 7123 5809

BG median 9.7 7.3 8.4 7.6

[IQR] (mmol/L) [7.8–11.9] [5.7–9.5] [6.5–10.5] [6.0–9.4]

Desired glycaemic bands

% BG within 6.0–10.0 mmol/L 48.4 52.1 53.6 57.2

% BG within 4.0–5.9 mmol/L 6.0 24.9 16.6 19.6

Glycaemic bands

% BG > 10.0 mmol/L 44.4 18.6 27.2 19.0

% BG < 4.0 mmol/L 1.2 4.4 2.7 4.0

# of patients < 2.2 mmol/L 6 17 14 15

Interventions

Median insulin rate 0.0 4.0 6.0 5.5

[IQR] (U/h) [0.0–2.0] [1.0–8.0] [2.5–8.0] [2.0–8.0]

Median glucose rate 4.1 1.9 1.9 4.6

[IQR] (U/h) [0.0–7.9] [0.0–5.2] [0.0–3.9] [2.6–6.6]

Table 5 PPUM BG performance

Whole cohort statistics IIT STAR STAR Glu STAR Glu GF

# of patients 60 60 60 60

Total hours 7360 7336 7330 7337

# of BG measurements 2954 4801 5026 4162

BG median 8.9 7.7 8.2 7.3

[IQR] (mmol/L) [7.3–10.9] [6.2–9.5] [6.5–9.8] [5.9–8.9]

Desired glycaemic bands

% BG within 6.0–10.0 mmol/L 57.5 59.8 60.0 58.7

% BG within 4.0–5.9 mmol/L 8.0 18.3 15.0 21.9

Glycaemic bands

% BG > 10.0 mmol/L 33.2 18.6 22.6 15.8

% BG < 4.0 mmol/L 1.3 3.4 2.4 3.6

# of patients < 2.2 mmol/L 3 6 6 6

Interventions

Median insulin rate 2.0 5.5 6.0 5.0

[IQR] (U/h) [1.0–2.0] [2.0–8.0] [3.0–8.0] [2.0–8.0]

Median glucose rate 4.8 3.9 2.6 4.9

[IQR] (U/h) [1.6–7.3] [1.9–5.8] [1.9–4.9] [3.6–6.6]
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(BG < 2.2 mmol/L) for all HTAA, HUSM and PPUM increases by 8%, 12% and
5% respectively when compared with the IIT simulations. This might be due to the
comorbidity history of the patient itself.

In the real application of STAR, there are several options of insulin rate available
to be chosen by the user as a 1–3 h treatment given to the patient based on the
patients’ current BG level. Every option is specifically calculated based on patients’
weight and comorbidity. The glucose rate options will be automaticallymatchedwith
the optimum glucose rate to avoid any excess or insufficient intake of glucose. The
prior pilot studies on the STAR implementation in several hospitals in Christchurch,
NZ and Gyula, Hungary indicate low mortality rate of 6.4% (Christchurch) and 0%
(Gyula) [8, 13]. Thus, it is believed that this outcome proves that STAR is effectively
safe to be implemented in the Malaysian ICU cohort as it can reduce the risk of
mortality significantly but need to be further investigate the relationship of other
factor.

3.3 Clinical Effort

Tables 1, 2 and 3 shows a slightly decreasing number of total hours by almost 0.3%,
but the STAR simulation also resulted in an increasing number of BG measurement
by 13.5% for HTAA and 40.8% for PPUM. HUSM shows a significant increase in
BG measurement (86.6%).

As mentioned earlier, the specific comorbidity history of patient which is not
taken into account while running the simulations might be one of the reasons why
the STAR simulations unable to improve nurses clinical workload. It is believed that
the use of only one type of nutrition—Glucerna, will decrease the nurse workload. To
tolerate with the patient’s comorbidities in order tominimize the risk,Malaysian ICU
cohort using different types of nutrition because each type of nutrition is formulated
based on the targeted group. For example, a patient with acute kidney injury (AKI)
required only 1.4–1.8 g/kg/day [18] of protein intake.

3.4 Kruskal-Wallis Test

Kruskal-Wallis test was conducted to examine the differences on BG measurements
within the targeted band (4.0–10.0 mmol/L), insulin sensitivity, SI, and insulin secre-
tion,Uaccording to the given protocolmentioned above. There are statistically signif-
icant differences were found among the three cohorts (HTAA, HUSM and PPUM)
as per shown in Table 6.
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Table 6 Kruskal-Wallis test,
P-value

Cohort centre Blood
glucose, BG

Insulin
sensitivity, SI

Insulin
secretion, U

HTAA 1.62e−11 2.40e−03 7.42e−05

HUSM 1.41e−15 2.43e−06 3.19e−02

PPUM 8.92e−15 3.91e−08 4.70e−03

4 Conclusion

The performance of STAR shows a significant reduction of the stress-induced hyper-
glycaemia cases for all HTAA, HUSM and PPUM cohorts. This all related to the
increasing number of percentage of desired BG level band (4.0–10.0 mmol/L). There
is also a slight improvement in total hours that nurses needed for the bedside treat-
ment. However, the total BG level measurements are increased which also increases
the frequency of nurses workload. The STAR simulation protocol also has increased
the hypoglycaemia cases for all cohorts. The patient details of comorbidities and
demographics such as the patient races, gender and location might be the factors that
arise in the hospital, which are not taken into account in the study and that might
affect the outcomes of the study. Thus, a larger cohort which considered every demo-
graphic and comorbidity aspect should be considered in the future study to validate
the results obtained in this study.

Acknowledgements This research study has been supported byMinistry ofHigher Education grant
(FRGS/1/2018/TK03/UMP/02/3) entitledMechanismof insulin secretion in bloodglucose—insulin
control system among diabetes mellitus patients.

References

1. Ling TL et al (2017) Malaysian registry of intensive care 2016 report, pp 1–52
2. van den Berghe G et al (2001) Intensive insulin therapy in critically ill patients. N Engl J Med

345(19):9
3. Programme A, Malaysia KK, M.S.o.I. Care (2012) Management protocol in ICU. In: ICU

management protocol no. 10. Blood glucose management in the intensive care unit: insulin
infusion protocol. Kementerian Kesihatan Malaysia, Malaysia, p 73

4. Jamaludin UK et al (2018) Performance of stochastic targeted blood glucose control protocol
by virtual trials in the Malaysian intensive care unit. Comput Methods Programs Biomed
162:149–155

5. EvansA et al (2011) Pilot proof of concept clinical trials of stochastic targeted (STAR) glycemic
control. Ann Intensive Care 1:38

6. Penning S et al (2012) Second pilot trials of the STAR-Liege protocol for tight glycemic control
in critically ill patients. Biomed Eng Online 11:58

7. Penning S et al (2012) First pilot trial of the STAR-Liege protocol for tight glycemic control
in critically ill patients. Comput Methods Programs Biomed 108(2):844–859

8. Stewart KW et al (2016) Safety, efficacy and clinical generalization of the STAR protocol: a
retrospective analysis. Ann Intensive Care 6(1):24



Study on the Enhancement of Malaysian ICU Centre … 73

9. Kreymann KG et al (2006) ESPEN guidelines on enteral nutrition: intensive care. Clin Nutr
25(2):210–223

10. Chase JG et al (2011) Tight glycemic control in critical care—the leading role of insulin sensi-
tivity and patient variability: a review and model-based analysis. Comput Methods Programs
Biomed 102(2):156–171

11. Dickson J et al (2015) Evaluation of a plasma insulin model for glycaemic control in intensive
care. In: 2015 37th annual international conference of the IEEE engineering in medicine and
biology society, pp 4009–4012

12. Lin J et al (2011) A physiological intensive control insulin-nutrition-glucose (ICING) model
validated in critically ill patients. Comput Methods Programs Biomed 102(2):192–205

13. Chase JG et al (2009) A glucose-insulin pharmacodynamic surface modeling validation and
comparison of metabolic system models. Biomed Signal Process Control 4(4)

14. Griesdale DEG (2017) Intensive insulin therapy and mortality among critically ill patients: a
meta-analysis including NICE-SUGAR study data. Can Med Assoc J 180(8):7

15. Thomas F et al (2014) Reducing the impact of insulin sensitivity variability on glycemic
outcomes using separate stochastic models within the STAR glycaemic protocol. Biomed Eng
Online 13:43

16. Fisk L et al (2012) Development and pilot trial results of stochastic targeted (STAR) glycemic
control in a medical ICU. In: International federation of automatic control

17. Luqman HM et al (2016) Performance of blood glucose management protocols in HTAA
intensive care unit. In: 2016 IEEE international conference on automatic control and intelligent
systems, Shah Alam, Malaysia

18. Cano N et al (2006) ESPEN guidelines on enteral nutrition: adult renal failure. Clin Nutr
25(2):295–310



Modeling of Soft Tissue Deformation
Using Mass Spring Method
with Nonlinear Volume Force

Mohd Nadzeri Omar , Nasrul Hadi Johari ,
Mohd Hasnun Arif Hassan , and Mohd Amzar Azizan

Abstract Soft tissues displayed two phases of deformation, linear behavior during
small deformation and nonlinear behavior during large deformation. Mass Spring
Method (MSM) is one of the preferred methods for simulating soft tissue deforma-
tions. MSM-based models provide simpler calculations that allow real-time interac-
tion. However, only a small number of MSM models are capable of simulating two
phases of soft tissue deformation. This study introduces a new approach to modeling
the deformation. The conventional MSMmodel, which is governed by Hooke’s law,
is coupled with the nonlinear volume force defined using the conical spring method-
ology. The nonlinear volume force is triggered by a change in volume in the structure
of the MSM model. With the implementation, at small deformation where volume
change is also small, only the Hooke’s law equation is activated resulting in linear
deformation. Whereas, during large deformation, nonlinear deformation occurs as
a result of a large change in the MSM volume. Analyzes conducted show that the
proposed model can simulate the two phases of deformation. The proposed model
can also control each phase independently, which shows that it has a high degree of
flexibility on modeling various of soft tissue deformation.

Keywords Nonlinear volume force · Mass spring method (MSM) · Nonlinear
deformation · Soft tissue simulation
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1 Introduction

MSM models have been commonly used to simulate deformation of soft materials.
The MSM models are founded on discrete mechanics that discretized an object into
several mass points connected by springs. The construction of the MSM models is
easy and efficient to minimize computational time and has therefore been applied
to numerous applications, including cloths [1], animations [2] and soft tissues [3]
modeling.

However, traditionally, the MSM models can only simulate linear deformation.
It is therefore very limited to model accurately soft tissue deformation, which is
considered to have two phases of deformation that are linear behavior during small
deformation and nonlinear behavior during large deformation [4]. Despite this, its
advantages in computational time and cost encourage researchers to improvise the
available MSM models.

There are several studies available in the literature that concentrate on improving
MSMmodels, in particular on simulating nonlinear deformation. Most of the studies
used quadratic function for either the load-displacement relation [5–7] or the spring
reaction force [8]. Several disadvantages to this approach include the fact that nonlin-
earity is limited to quadratic behavior and limited to a function that may converge to
linear at a small deformation.

Alternatively, San-Vicente et al. [9] and Golec et al. [10] are recorded to use
combination of linear springs to form nonlinear response. San-Vicente used three
linear springs; edge, diagonal and inter-diagonal springs to form a cubical structure
that resembles a hexahedral element. Each spring has it owns stiffness value and
behaves differently during loading, thus providing a nonlinear response. Shah and
Gupta [11] also used the same approach, but they substituted the inter-diagonal
springs with a cubical spring constant. The single cubical structure is then pieced up
together to form any shape. A nonlinear deformation was observed but it requires
high optimization process as more than one spring is used and related to each other.

Another group of researchers were reported using piecewise approach [12, 13].
The piecewise approach requires a deformation data in advance, often in the form of
load-displacement curve. The load-displacement curve is then divided into several
sections connected through transition points. Each phase has its individual formula-
tion. In Basafa and Farahmand [13], the load-displacement curve is divided into two
regions; the toe and linear region respectively. The toe region is guided by a third
polynomial function while a linear function is used for the second region. Perhaps,
this approach is the closest one that consider different phases of the soft tissue defor-
mation. However, it has several limitations such as difficulty in defining the transition
points and to find the third polynomial function that can describe linear response at
small deformation. On the other hand, [14] and [15] used the combination of linear
functions to describe nonlinear deformation. Their approach relies on the location and
the amount of transition points. It can be seen clearly in [14] where more transition
points lead to a smoother nonlinearity in comparison to [15].
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Recently, Omar et al. [3] has been reported for modeling a nonlinear MSM
model using conical spring methodology. The advantage of the conical spring, where
different stiffness can be achieved at different displacements, generates variation in
spring resistance during the deformation leading to a nonlinear response. It was
observed that different nonlinear deformations can be simulated by adjusting the
conical springs parameters. However, the model cannot be used for soft tissues with
a longer linear region due to the stiffness variance.

In this paper, we improvised our initial model [3] to simulate the two phases of
soft tissue deformation by integrating the conventional Hooke’s law model with a
nonlinear volume force governed by the conical spring methodology. During small
deformation, where volume changes are small, the Hooke’s law relation is dominant,
resulting in linear deformation. Meanwhile, for large deformations, where volume
changes are significant, greater resistance is introduced for the MSM model leading
to nonlinear deformation.

2 Methods

2.1 Spring Force

According to Hooke’s Law, the resistance force of the spring between two nodes i
and j when subjected to an external force can be described as

f springi j = ks
(∣∣xi j

∣∣ − li j
) xi j∣∣xi j

∣∣ (1)

where ks is the stiffness of the spring connected the two nodes, xi j represents the
distance between the two nodes with

∣∣xi j
∣∣ gives the current length of the spring and

li j represents the original length of the spring.

2.2 Damping Force

Damping force is introduced to the model to dissipate energy during deformation.
The damping force is described as

f damping
i j = kd(vi j ) (2)

where kd is the damping coefficient and vi j is the velocity difference between the
two nodes.

The damping force and the spring force are combined in the form of Maxwell
viscoelastic model leading to the following spring damper force f sdi j
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f sdi j = f springi j + f damping
i j (3)

Therefore, the spring damper force acting on node i is

Fsd
i =

jq∑

j= j1

f sdi j (4)

where j1, . . . , jq are nodes with which node i is connected via springs.

2.3 Nonlinear Volume Force

The volume force is introduced in the MSM model at each node which is generated
through to the change in volume of the element containing the node. The volume
force is acted towards the barycenter of the element.

2.3.1 Element Type

In this study, tetrahedral element was used due to its accuracy in modeling soft
tissues [16]. The nodes in the MSM are connected to each other via springs in the
form of regular tetrahedral structure. Hence, volume of a tetrahedral element q can
be calculated using.

Vq = e3

6
√
2

(5)

where e is the length of the tetrahedral edge.
Meanwhile, the barycenter of tetrahedral element q is defined as follows

pq = 1

4

4∑

∀k∈Tq :k=1

αk (6)

where αk is the vertices of the tetrahedral.

2.3.2 Conical Spring Methodology

Conical spring methodology adopts the fundamental determination of the cylindrical
spring force described by Wahl [17] which discretized the cylindrical spring into
several elementary parts and the stiffness of the spring is determined based on the
distance of the active elementary part to the center of the spring which is described
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by its radius. Since the radius of the cylindrical spring is equivalent entirely, all the
elementary parts have the same stiffness property.

On the other hand, due to conical structure, each elementary part in conical spring
has a different radius leading to variation in stiffness. The variation in the stiffness
induces nonlinearity in the conical spring. As mentioned in [3], the variation in
stiffness can be manipulated to simulate any type of soft tissue deformation. The
geometrical parameters of conical springs are as illustrated in Fig. 1.

According to Rodriguez et al. [18], conical spring force P(δ) can be calculated
based on the axial deflection δ using the following equations

Fig. 1 Geometrical parameters of conical spring [3]
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P(δ) = (K1/2)
3
2

⎡

⎣1 −
(

1 − 2

[

1 −
(
1 + K2

K 2
1

) 1
2

]) 1
2

⎤

⎦

3

(7)

where

K1 = K3 − K2

3K3
(8)

K2 = −K6

K5
(9)

K3 =
[
K4

16
+ [(K4/16)

2 + (K2/3)
3] 1

2

] 1
3

(10)

K4 =
[
(K7 + δ)

K5

]2

(11)

K5 = −
(
2D4

1n
)

[
Gd4(D2 − D1)

] (12)

K6 = (L0)
D2

(D2 − D1)
(13)

2.4 Nonlinear Volume Force

The nonlinear volume force is generated using Eq. (7), where the axial deflection δ is
substituted with the change in volume of the active tetrahedrons. The volume force
equation acting on a node i towards the barycenter is given as

Fvolume
i j =

4∑

∀q∈�i

P(V cur
q −V ori

q )
xi j − pq∣

∣xi j − pq
∣
∣ (14)

where �i represent all tetrahedrons containing node i , V cur
q and V ori

q are the current
and original volume of tetrahedral q respectively, pq is the barycenter of tetrahedral
q defined in Eq. (6).
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2.5 Propagation Method

In order to eliminate the super-elastic effect that may occur from linear spring force,
the resulting force is propagated to the neighboring nodes using a fixed propagation
approach called Breadth First propagation. An arbitrary value is used to define the
propagation threshold. The subject node is at Level 0 and nodes connected to it are
at Level 1. The sequence continues until the propagation threshold is reached. Nodes
at each level are processed individually and constraint is placed to prevent repetitive
processes.

2.6 Numerical Integration

Dynamic equation acting on node i can be written as

mi ai = Fresultant
i (15)

where mi is mass and ai is acceleration at node i respectively. The resultant force at
node i , Fresultant

i is the summation of the spring damper, volume and external forces

Fresultant
i = Fsd

i j + Fvolume
i j + Fexternal

i (16)

The dynamic equation is solved using explicit Euler method as reported in
Huangfu [19] given as

vi (t + �t) = vi (t) + �t
Fresultant

i (t)

mi
(17)

xi (t + �t) = xi (t) + �t · vi (t + �t) (18)

2.7 Computational Algorithm

The computational algorithm to develop the proposedmodel is given in the following
Fig. 2.
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Fig. 2 Algorithm for the MSM model with nonlinear volume force

2.8 Model Generation

A cubical MSM model with 1331 nodes was generated. These nodes are connected
to each other by springs in the form of tetrahedral element with distance between
each node was 1 unit (see Fig. 3). For each spring, the stiffness ks and damping
coefficient kd were 5 and 10 units respectively. Mass for each node was 1 unit while
the time step was set as 0.02 s. The arbitrary value for the propagation threshold was
set to 5 layers.

3 Analysis and Discussion

The MSM model as defined in the Methodology section was developed and several
analyzes were carried out to investigate the performance of the proposed approach
with regard to the following measures: (i) the volume force-displacement relation-
ship; (ii) the load-displacement relationship; and (iii) computational performance.
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Fig. 3 Image of the MSM model. a The MSM model consisting of 1331 nodes, and b Image of
the spring connections in the form of tetrahedral element where combinations of four tetrahedrons
forms a hexahedral structure

3.1 Relationship of the Volume Force and Displacement

In this analysis, four sets of conical spring parameters were used as presented in Table
1. A node located on top surface of the MSM model was subjected to a compres-
sion load acting in the normal direction. During the loading process, the volume
force acting on the subjected node was recorded with respect to its displacement. It
was observed in Fig. 4, all models display the same relationship behaviors where
volume forces increased linearly during small displacements and growth nonlinearly

Table 1 Parameters of conical spring used to generate the nonlinear volume force in the MSM
model

Parameters G D1 D2 d n L0

Set 1 100,000 0.3 1.4 0.1 5 0.5

Set 2 100,000 0.3 1.4 0.1 5 0.6

Set 3 100,000 0.3 1.4 0.1 5 0.8

Set 4 100,000 0.3 1.4 0.1 5 1.0
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Fig. 4 The relationship between normalize volume force and displacement at the subjected node
with different L0 values

when the node was pushed farther away from its original position. The observa-
tions matched the behavior of conical spring where it had linear response at small
displacements and changed to nonlinear response at large displacements [3, 18].
Figure 4 suggests that the implementation of the conical spring methodology to
produce nonlinear volume force in MSM model has been successful.

In addition, Fig. 4 shows that the nonlinearity of the volume force is getting
lighter with longer L0 values. As described in methodology section, nonlinearity in
the conical spring is induced by variation in the spring radius. Longer L0 allows the
active radius to be affected over a longer period of time, thus reducing the stiffness
variation leading to a lighter nonlinearity. Further increasing the L0 value may result
in linear relations.

3.2 Relationship of the Applied Load and Displacement

In order to observe the effect of the volume force on the overall model deformation,
the relationship between the applied load and the displacement of the subject node
was recorded for all the sets listed in Table 1. It can be seen in Fig. 5 nonlinear
deformation is plotted which the type of nonlinear deformation shown has a small toe
region similar to the Type I soft tissue deformation behavior [20]. The nonlinearity of
the deformation is stronger for models with a shorter L0. The observations suited the
relationship in Fig. 4 which suggests that the overall deformation was affected by the
volume force. The nonlinearity of the volume force induced a nonlinear deformation
in the MSM model.

The load-displacement behavior of the MSMmodel with and without the force of
volume was compared as shown in Fig. 6. It can be seen that both models developed
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Fig. 5 The relationship between normalize applied load and displacement at the subjected node
for models in Table 1

Fig. 6 Load–displacement behavior for the MSM model with and without the nonlinear volume
force. The model with volume force is generated using parameters in set 2 (see Table 1). For both
models, the spring stiffness ks = 5

similar behavior during the small deformation. At this point, the change in volume is
small and not significant, therefore linear deformation is plotted. Nonlinear deforma-
tion occurs at a point where volume variations are high enough to become dominant.
In Fig. 6, it occurred around 4 units of displacement, which explains the model being
stiffer, thus more load is needed to displace the node. It was also observed in Fig. 7,
by reducing the spring stiffness, which decreases the resistance force during a small
deformation, a smaller resistance force was measured and the volume force becomes
dominant at approximately one displacement unit earlier. In addition, as the spring
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Fig. 7 Load-displacement behavior for the MSM model with and without the nonlinear volume
force. The model with volume force is generated using parameters in set 2 (see Table 1). For both
models, the spring stiffness ks = 2

stiffness is reduced, the nonlinearity of the MSM model is stronger matching the
Type II soft tissue deformation [20].

3.3 Image of the MSM Model During Deformation

Figure 8 compares the images of the MSM model with and without volume force
during deformation. The color contour describes the magnitude of the deformation.
It is observed, the model with volume force has a smaller deformation. It is due to
the additional resistance generated by the volume force.

Moreover, the deformation of theMSMmodel with volume force ismore realistic.
It can be seen, around the deformation area, the nodes are displaced upwards, opposite
to the direction of the applied load. It creates a bumpy like appearance as illustrated
in Fig. 8. The generated behavior matches soft tissue behavior and it is caused by the
direction of the volume force which is acted towards the barycenter of the element.
However, unrealistic deformation as shown in Fig. 9 can occur if excessive volume
force is used. Appropriate selection and optimization of parameters are therefore
necessary.
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Fig. 8 Images of the MSM model during deformation. a The MSM model with the nonlinear
volume force and b the MSM model without the nonlinear volume force

Fig. 9 Images of theMSMmodelwith excessive nonlinear volume forcewhich lead to an unrealistic
deformation
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3.4 Computational Performance

The computational performance of the proposedmodelwas evaluated in terms of time
taken to solve dynamic equations and to update the new position for each node. The
simulation was run using Windows 7 based personal computer (Processor: Intel(R)
Core (TM) 2 Duo 2.26 GHz, RAM: 3.00 GB, Display Adapter: ATIMobility Radeon
HD3400Series)without parallel computation. For a simple cubicmodel consisting of
1331 nodes, the computational time of the proposedmodel is approximately 10.6ms.
As seen in the Fig. 10, the computational time is proportional to the number of nodes
involved during the deformation.

MSM-based modeling approaches are well-known to be superior in terms of
computational performance. One of its disadvantages, however, is the modeling of
the two deformation phases. The proposed model capable of generating two phases
of deformation and comparing it to the linear volume force model proposed by
Huangfu [19], as shown in Table 2, the measurement time difference is less than
2 ms. It demonstrates that the proposed model is capable of generating the two
deformation phases without a substantial increase in computational time. Despite
that, the computational time can be further improved with more core processors and
parallel computations.

Fig. 10 The computational time of the proposed model at different amount of nodes

Table 2 Comparison of the
computational time for the
proposed MSM model and
the MSM model with linear
volume force

MSM model Number of nodes Computational time
(ms)

With nonlinear
volume force

1331 10.1

With linear volume
force [19]

1331 8.9
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4 Conclusion

This paper proposes a solution for the MSM model to simulate two phases of soft
tissue deformation. The two phases of soft tissue deformation consist of a linear
behavior during a small deformation and a nonlinear behavior during a large defor-
mation. The proposed model integrates the traditional Hooke’s law model with the
nonlinear volume force derived from the conical spring methodology. The nonlinear
volume force is triggered by changes in the volume of the tetrahedral elements in
the MSM model. During a small deformation, where the volume changes are small,
the Hooke’s law, which derives the spring force, is dominant, leading to a linear
response. Meanwhile, when there is a large deformation, volume changes are also
large, contributing to a higher volume force. As a consequence, nonlinear deforma-
tion occurs. Based on the analyses, it was found that the proposed model was capable
of producing the two phases of soft tissue deformation. It was accomplished without
a significant increase in computation time. On top of that, a more realistic deforma-
tion was also obtained. Future works, such as validation with real soft tissues and
parameter optimization, are needed to evaluate the reliability of the proposed model.
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Chaotic Map Initializations
with Tiki-Taka Algorithm for Software
Remodularization Problem

Kamal Z. Zamli and Md. Abdul Kader

Abstract Software system is often a dynamic entity. During its lifecycle, software
system often evolves to reflect the bug fixes and upgrades as well as the addi-
tion/removal of features from its users. As the evolution process takes place, the
modularization becomes complex and gradually loose its quality. Addressing this
issue, this paper evaluates the performance of automated software remodularization
using the newly developed Tiki-Taka Algorithm (TTA) and its variants with four
chaotic map initializations based on Chebyshev map, Circle map, Logistic Map and
Piecewise Map. Remodularization results of 3 selected case studies (i.e., Printer
Manager, IOT controller, and Layer Monitor) demonstrate that TTA with Cheby-
shev map gives the best overall performance over other initializations including the
pseudo-random initialization within the original TTA.

Keywords Tiki-Taka algorithm · Software remodularization · Chaotic maps

1 Introduction

Software module clustering involves partitioning the software system into a set of
clusters (or packages) in order to achieve high cohesion and low coupling of its imple-
mented modules. Often, software module clustering facilitates software comprehen-
sion, evolution, and maintenance [1, 2]. In fact, evidence shows that modularized
software could lead to better development and maintenance process [3].

As a subset of software module clustering, software remodularisation involves
modifying the existing set of clusters (i.e., its partitions) to accommodate the evolu-
tion of the software system of interests. Termed Search-based Software Engineering
problem; many researches are undertaken in the literature to adopt suitable meta-
heuristic algorithms for solving software remodularization problem. For a complete
review of the literature, interested readers are referred to the recent survey in [4].
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Mancoridis andMitchell exploit Hill Climbing (HC) based on a tool calledBunch [5].
In a similar manner, Hill Climbing has also been implemented by Mahdavi et al. [6].
Kumari and Srivinas [7] andAhmed et al. [8] adopts the hyper-heuristic algorithm for
the same purpose. Praditwong et al. [9] has adopted the Pareto optimality concept to
established the multi-objective approach for software module clustering. Using the
same approach, Huang et al. [10] have introduces a multi-agent evolutionary algo-
rithm. More recently, Zamli et al. [11] exploits Fuzzy Adaptive Teaching Learning
based Optimization with adaptive selection of search operators to ensure optimal
exploration.

As the software remodularization problem is NP hard, the adoption of newly
developed meta-heuristic algorithms is most welcomed. In line with the No Free
Lunch theorem [12], there is no single meta-heuristic algorithm that can outperform
all others in different optimization problem (e.g. [13–19]). Supporting this prospect,
this paper explores the newly developed Tiki-Taka Algorithm (TTA) and its variants
with four chaotic map initializations based on ChebyshevMap, Circle Map, Logistic
Map and Piecewise Map for software remodularization problem.

The remaining part of the paper is organized as follows. Section 2 describes
the software remodularization problem. Section 3 presents an overview of TTA.
Section 4 highlights the TTA algorithm with its chaotic map initialization variants.
Section 5 presents our benchmark comparison between different variants of TTA.
Finally, Sect. 6 presents the concluding remarks.

2 Software Remodularization Problem

Software remodularization problem relates to the problem of modifying the existing
clusters (of partitioned modules) in order to enhance its coupling and cohesion of
modules. Here, In general, a software system is defined as a Module Dependency
Graph (MDG) [5]. The total weight of external edges (i.e., all leaving or entering a
cluster partition termed as inter-edges) represents the coupling of a cluster. Mean-
while, the total of the internal edges (i.e., all including the source and target modules
termed as intra-edges) represents the cohesion. Mitchell and Mancoridis [5] and
Praditwong et al. [9] define the Modularization Quality (MQ) measure as the total
of the ratio of each cluster edges (i.e., intra-edges and inter-edges) by combining
coupling and cohesion, called Modularization Factor (MFk) for cluster k. MFk can
be formally defined as in Eq. 1:

MFk =
{

0 i f i = 0
i

i+ 1
2 j

i f i > 0 (1)

where i and j represent the weight of intra-edges and inter-edges, respectively. The
term 1

2 j is to divide the inter-edges’ penalty between the two clusters that are
connected by that edge. TheMQ is the sum of MFk as in Eq. 2:
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Fig. 1 Sample MQ calculation [11]

MQ =
n∑

k=1

MFk (2)

where n represents the number of clusters.
Figure 1 highlights the modularization quality (MQ) calculation of two cluster

modules (i.e., referred to as MF1 and MF2) of a class diagram. In this case, the
class relationship is considered bidirectional (i.e., source � destination) when no
navigation is specified. The class diagram shown in Fig. 1 has a minimum of 1
possible cluster and a maximum of 6 possible clusters. To maximize the MQ, the
goal is to find the clusters from 2 to 5.

3 Overview of Tiki-Taka Algorithm

Tiki-Taka Algorithm (TTA) is a sport-inspired metaheuristic algorithm that mimics
the playing style of Spanish football game [20].More precisely, TTA is characterized
by short passing andwith small movement of players in order tomaintain possession.
As such, TTA exploits a set of key players to control the ball’s possession using
tactical superiority and fluidity to defeat the opponents as envisioned by Johan Cruyff
and promoted by Pep Guardiola. Following this style, the Spanish national team and
Barcelona football club won many trophies from 2008 to 2012.

TTA is divided into three phases: initialization (i.e., the initial position of players
and its parameters), update ball, and player position (i.e., positions of key players
are updated based on their fitness level).
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3.1 Initialization

A football team with n players with their initial positions in d dimensions (bounded)
is considered in this phase with the defined lower bound (LB) and upper bound (UB).
Concurrently, nk denotes the key players (i.e., 10% of the total players or a minimum
of 3 players). The position of the ball and players are stored in the matrix B and P,
respectively. The initial position of players is generated randomly based on Eq. 3.

pi = LB + rand()*(UB − LB) (3)

A key players (nk) archive h updates the current position of key players in each
iteration. Initially, B is equivalent to P. Equations 4 and 5 highlight the respective
matrix.

B =
⎡
⎢⎣
b1,1 · · · b1,d
...

. . .
...

bn,1 · · · bn,d

⎤
⎥⎦ (4)

P =
⎡
⎢⎣

p1,1 · · · p1,d
...

. . .
...

pn,1 · · · pn,d

⎤
⎥⎦ (5)

3.2 Update Ball Position

The short passing concept of the tiki-taka style is used to update the ball position
in this phase. Among all passes, 10–30% (i.e., ranges from 0.1 to 0.3) passes are
considered the unsuccessful passes represented by a probability parameter, ϕ. The
ball position is updated according to Eq. 6.

b
′
i =

{
rand(bi − bi+1) + bi , rp > ϕ

bi − (c1 + rand)(bi − bi+1), rp ≤ ϕ
(6)

where, rp is a uniformly distributed random number. rp > ϕ signifies the successful
pass (i.e., exploitation) and rp ≤ ϕ denotes the unsuccessful pass (i.e., exploration).
Coefficient c1 represents the influence of ball reflectionmagnitude in the unsuccessful
pass that ranges from0.5 to 1.5. bi , bi+1 and b

′
i represent the ith, (i+ 1)th, and updated

ith ball position. If bi+1 = bn then bi+1 = b1.
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3.3 Update Player Position

The positions of the ball and key player are considered in TTA to update the current
player position. Equation 7 is used to evaluate the new position of ith player.

p
′
i = pi + rand() ∗ c2 ∗

(
b

′
i − pi

)
+ rand() ∗ c3 ∗ (h − pi ) (7)

where, the coefficients c2 and c3 balance the new position of ith player between the
ball and the key player, respectively. c2 ranges from 1.0 to 2.5 and c3 ranges from
0.5 to 1.5. Simultaneously, the key player position is updated.

4 Tiki-Taka Algorithm Initialization with Chaotic Maps

To date, mathematicians and physicians have found several chaotic maps. As
discussed in Sect. 1, four chaotic maps are adopted for the current work. Specifically,
these maps are being used as to initialize the initial populations for the TTA.

4.1 Chebyshev Map

Chebyshev map [21] is represented by the following iterative function:

Xn+1 = cos
(
n cos−1(Xn)

)
(8)

where n denotes the iteration number.

4.2 Circle Map

The Circle map [22] can be represented as an iterative function as follows:

Xn+1 = Xn + b − (a − 2π) sin(2πXn)mod(1) (9)

where, a chaotic time series Xn ∈ [0, 1] are generated using a = 0.5 and b = 0.2.

4.3 Logistic Map

The following iterative function defines the logistic map [23]:
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Xn+1 = rXn(1 − Xn) (10)

where, Xn ∈ [0, 1] and r is a parameter. Iterated Logistic map with r = 4 signifies
that the time series Xn ∈ [0, 1] are chaotic.

4.4 Piecewise Map

Piecewisemap [24] consists of four linear pieces that are determined by the following
iterated function:

Xn+1 =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Xn
d , 0 ≤ Xn < d
Xn−d
0.5−d , d ≤ Xn < 0.5
1−d−Xn
0.5−d , 0.5 ≤ Xn < 1 − d

1−Xn
d , 1 − d ≤ Xn < 1

(11)

where, d ∈ [0, 0, 5] and Xn ∈ [0, 1].
Given the defined chaotic maps, four variants of TTA algorithms are generated.

The main differences between the variants are the random initialization of the popu-
lation. Instead of just using pseudo random values, the random generator rand() in
Eq. 3 is replaced with the respective chaotic map generators (Xn+1) from Chebyshev
Map, Circle Map, Logistic Map and Piecewise Map as shown in Eq. 11.

pi = LB + Xn+1 ∗ (UB − LB) (12)

The complete flow chart of TTA is shown in Fig. 2.

5 Benchmarking Case Studies and Evaluation

Our benchmarking experiments focus on characterizing the performances of TTA
against its four other variants namely TTA with Chebyshev Map (TTA-ChM), TTA
with Circle Map (TTA-CM), TTA with Logistic Map (TTA-LM) and TTA with
PiecewiseMap (TTA-PM). Based on the suggested values by the original author [20],
we have adopted the parameter values of c1 = 1.5, c2 = 2.5, c3 = 1.0, ϕ = 0.2, with
population size = 30, and maximum iteration = 5,000. In this experiment, a PC is
used that configuredwithWindows 10, CPU 2.9GHz Intel Core i5, 16GB 1867MHz
DDR3 RAM and a 512MB of flash HDD. To ensure statistical significance, we have
executed all the TTA variants 20 times in all the experiments. The best and mean
MQ for each experiment are listed side-by-side. The best mean values are marked in
bold font.
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Fig. 2 Flowchart of
Tiki-Taka algorithm and its
variants

We opt to select 3 remodularization case studies form our earlier work in [11].
Case study 1 studies the printer manager software originally with 9 modules. In this
case, the printer manager software is updated with 2 new modules (i.e., Database
and Security). Case study 2 relates to IOT controller also originally with 9 modules.
Here, the IOT controller software is updated with 1 newmodule (i.e., Timer). Finally,
Case study 3 deals with layer monitor originally with 6 modules. The layer monitor
is updated with 3 newmodules (i.e., Interface, MainSet, and DB). These case studies
along with their evolution are summarized in Fig. 3 while the MQ results and their
means from each variant are summarized in Table 1.

Referring to Fig. 3, we can conclude that any addition of new modules can affect
themodularity of thewhole software system. Thewhole remodularization process do
help to achieve better modularization quality (MQ). In fact, not all cluster changes
as some clusters (or software packages) can still remain intact (see Case Study 2
involving IOT controller).

Concerning Table 1, a number of subtle observations can be discussed further.
Firstly, all TTA variants are able to achieve the best MQ at least once. Secondly, all
the TTA implementations with chaotic map outperformed the original TTA. As TTA
is a population-based algorithm, each individual population agent represents a unique
starting point in the search space allowing an improved the general exploration of
the algorithm. Finally, in terms of individual ranking, TTA-ChM with Chebyshev
Map initialization has outperformed all other TTA variants. The best mean values
are marked in bold font in Table 1. Putting TTA-ChM aside, TTA-CM with Circle
Map initialization and TTA-LM with Logistic Map initialization are the runner up
sharing one best mean each. TTA-PM with Piecewise Map initialization comes in
the third whilst the original TTA in the last position.
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Fig. 3 Software systems case studies and their evolution

Table 1 Comparative MQ performance of between variants of TTA

Printer manager IOT controller Layer monitor

TTA variants Best Mean Best Mean Best Mean

TTA 2.60 2.293 2.544 2.412 1.804 1.804

TTA-ChM 2.60 2.471 2.544 2.478 1.804 1.804

TTA-CM 2.60 2.432 2.544 2.389 1.804 1.804

TTA-LM 2.60 2.371 2.544 2.460 1.804 1.804

TTA-PM 2.60 2.301 2.544 2.460 1.804 1.804
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6 Conclusion

The effectiveness of adopting chaotic as part of population initialization for TTA
algorithm has demonstrated in this paper. As the scope of future work, we are inves-
tigating the adoption of TTA with chaotic map initializations for other optimization
problems particularly on software product line test suite generation and wireless
sensor network localization.
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Development of Real-Time Emotion
Recognition System Based on Machine
Learning Algorithm

Mohd Amzar Azizan, Muhammad Ismail Al Fatih, Alya Nabila,
Nurhakimah Norhashim, and Mohd Nadzeri Omar

Abstract Human behavior and emotion are two important elements that correlate
with each other. Data from road safety research showed that driving impairment
caused by unstable emotionmay lead to road accidents and cause injury. This research
aims to investigate the driver’s emotion while driving and relates with the driving
comfort and safety. Therefore, a device called Emotion Recognition Action Savvy
(ERAS) has been invented. By measuring the eyes aspect ratio and developing the
algorithm for face recognition, this smart device can detect human emotion while
driving. The system is connected to the car Global Positioning System (GPS) and
detects the face for every 20-min. The systemalso provides a connection to interactive
mediums such as music apps and navigation. A front camera is installed at the driver
seat tomonitor the face changes andprovide variable suggestion solutions on a screen.
Drivers are free to choose the solutions based on their emotion at that particular time.
The smart system aims to improve the interaction between cars and humans, reduce
accidents risk to emotion driving, save lives and enhance road safety.

Keywords Emotion ·Machine learning · Recognition

M. A. Azizan (B) · M. I. Al Fatih · A. Nabila · N. Norhashim
Aero-Ergonomics Research Cluster, Universiti Kuala Lumpur—Malaysian Institute of Aviation
Technology, Sepang, Selangor, Malaysia
e-mail: mohdamzar@unikl.edu.my

M. I. Al Fatih
e-mail: ismail.fuad@s.unikl.edu.my

A. Nabila
e-mail: alya.hisham22@s.unikl.edu.my

N. Norhashim
e-mail: nurhakimah@unikl.edu.my

M. N. Omar
Faculty of Mechanical and Automotive Engineering Technology, Universiti Malaysia Pahang,
26600 Pekan, Pahang, Malaysia
e-mail: nadzeri@ump.edu.my

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. H. A. Hassan et al. (eds.), Human-Centered Technology for a Better Tomorrow,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4115-2_8

101

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4115-2_8&domain=pdf
mailto:mohdamzar@unikl.edu.my
mailto:ismail.fuad@s.unikl.edu.my
mailto:alya.hisham22@s.unikl.edu.my
mailto:nurhakimah@unikl.edu.my
mailto:nadzeri@ump.edu.my
https://doi.org/10.1007/978-981-16-4115-2_8


102 M. A. Azizan et al.

1 Introduction

Recently, there has been a growing interest in developing human-car interaction.
Previous studies have shown that emotion has a high influence on human aware-
ness and safety. Emotions are the intense feelings that control the atmosphere and
play an important role in daily life for decision-making, thinking, concentration,
inspiration, understanding, awareness, preparation, comprehension and reasoning
which contributes to the identification of emotions for areas of study. Emotion
recognition can be translated by text, auditory, visual, and facial expressions [1].
Another researcher defines emotions as states of consciousness characterized by
strong cerebral action and a solid strength of enjoyment or disapproval. Humans
channel their emotional state across several lines: facial expression, voice and body
gestures [2]. The awareness of drunk driving has always been raised but not for
the emotion. Driving while experiencing strong emotions can increase the risk of car
accidents. According to new studies by the Transportation Institutes of Virginia Tech,
emotional driving—activity of a car while clearly sad, frustrated, or irritated—raises
the accident risk almost tenfold.

The study suggests that impaired driving can increase the chances of a car crashing
by doubling, as well as emotional driving. However, the study reveals that drivers
participating in behaviors can distract focus about half the time [3]. Emotional consid-
erations are important when driving a car to improve protection and comfort and a
car also needs to recognize the driver’s emotion. The goal is to help the driver with
primary, secondary, and tertiary driving tasks (activities) in car emotion remembered.
The primary driving tasks include turning, accelerating, braking, and selection of the
correct lane, direction, route, and distance for other cars. The secondary driving
tasks are related to protection tasks such as dimming, running windscreen wiper
systems, entering, changing gears and blinking, while tertiary driving tasks related
to air conditioning, seat heating and so on [4].

In 2019, based on the statistics, up to 94% of car crashes in the USwere caused by
driver negligence, weakened fatigue and distracted drivers. The driving safety experts
have gathered crash collection data from more than 3,500 vehicles over a three-year
period to help better explain the causes of these kinds of crashes. Researchers have
recorded over 1,600 incidents of seriousness ranging from mild accidents—such as
touching a curb to serious legal enforcement accidents. Out of 1,600 accidents, 905
were reported for serious enough to lead an accident or collateral harm and about
90% were clearly classified by the researchers as driver error, disability, fatigue, and
distraction [5].

Another factor could be from the view of human factors that contribute to road
accidents. Human factors can be physical drivers, cognitive, and emotional charac-
teristics that can contribute to driving patterns. Characteristics can be classified as
fatigue, motivation, attitude, traits, and emotional state need to emphasize the reason
a driver needs to have a goodmood or emotion while driving as it can lead to possible
accidents and that can harm people [6]. Bad emotions can have a significant effect
on driving ability and can result in crashes or traffic fatalities. Emotional state can be
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anger, aggressive, fatigue, drowsiness, stress, nervous, confused, lack focused and
sad. All these emotions can affect driving behavior, influence the driver’s mind and
probably cause accidents. According to previous research, driver confusion may also
decrease decision making ability [7].

2 Methodology

2.1 Development of Facial Recognition System

In order to identify human emotion, a facial recognition algorithmhas been developed
that is able to detect sad, happy and angry emotion as shown in Fig. 1. Facial features
are one of the best solutions for identification of human emotion. However, during
the early stage of processing, the prior solution is only to crop the area of both eyes
but, the motion recognition accuracy decreases [8].

Meanwhile, Haar-Cascades is added to improve the accuracy of identification
by adding variables to be calculated in the detection for mouth features. Object
detection with the Haar-Cascade-based Functions is an efficient object detection
approach. It is a system based on machine learning that trains a cascade function
from several positive and negative images. The objects in other images are then
identified [9]. Detecting faces is the first stage of detecting human emotion based on
facial expression. Then, the systemmust be able to detect the emotion of the detected
faces. Different algorithm is used which is Facial Action Coding System (FACS) to
evaluate facial expressions. More sophisticated approaches have been proposed in
recent years with the aid of computers, and features are seen in Fig. 2 [10].

For data collection, variable methods are available and in this research, 200 JPEG
formatted images files are used. Basically, there is no limitation for sizes of the

Fig. 1 Block diagram of the project component and integration system between driver and car
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Fig. 2 Facial analysis point
used for determining
emotion through facial
expression

image to be used but indirectly affect the accuracy of the recognition. The number
of stored images will affect the accuracy of the face emotion recognition. Before the
data samples can be used as a dataset to machine learning, several steps need to be
performed. For this method, grayscale methods are used to increase the accuracy of
recognition. It is not compulsory to invert and crop the original image to grayscale
as it only enhances the accuracy of the pre-training model of machine learning. For
instance, a black and white picture with RGB pixel values can be interpreted, but is
easier to recognise grayscale pictures (3 × fewer integers used). Instead, a colored
image cannot be represented using grayscale pixels because it cannot capture a single
hue of the pixels as seen in Figs. 3a, b.

Data teaching algorithms build partnerships, knowledge, make decisions and
determine the loyalty from the collection of training data. The amount of training
data, determines the efficiency of the model. Indeed, the consistency and quantity of
training data related to the data project performance as with algorithms. The algo-
rithm for angry (Fig. 4) happy (Fig. 5) and sad (Fig. 6) were developed as shown in
the figure.

Fig. 3 a Original data uncropped. b Inverted and cropped to greyscale
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Fig. 4 Training process as AI learning for angry data

Fig. 5 Training process as AI learning for happy data

2.2 Functionality Test

A group of university students around twenty headcounts with mean age 23.0 ±
1.3 years participated as a volunteer. The range of the height is between 168.2 ±
4.0 cm and weighed around 64.2 ± 12.2 kg. All the volunteer’s hearing and vision
are normal. All the volunteers must meet all the pre-screening criteria including
no medical or history of back pain condition or neck injury, and not using any
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Fig. 6 Training process as AI learning for sad data

medications or drugs. The participants are refrained from taking any medicine or
caffeine and required to have sufficient sleep (8 h) before the experiment.

2.3 Ethical Consideration

The volunteers were providedwith verbal andwritten explanations about the purpose
of the experiment. All the participants have the right to refuse participation in the
experiment, and the results of the experiment are confidential. The written consent
form was obtained from all the volunteers after the procedure of the experiment was
explained.

2.4 Image Processing and Validation

Python 3.8 platform with OpenCV 4.5 library was chosen to perform the image
processing. The OpenCV 4.5 has a variable function, thus transferring the image
is easier and faster. The computer vision process can be solved by importing the
OpenCV library. The OpenCV library method is used specifically to detect artic-
ulated data and object tracking. The accuracy of the original dataset compared to
the proposed method can be calculated using 200 data samples as machine learning
pre-train model dataset. Original dataset is fed directly to machine learning while the
proposed method clean and filter the dataset before transfer to machine learning. The
dataset in the proposed method will only crop the faces and then convert to grayscale
pictures to easily receive a clear reading for Facial Action Coding System (FACS).
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3 Result

3.1 Human Emotion Detection

Table 1 shows the output of the emotion recognition system for 20 of the university
student’s volunteers. The age information does not affect the system because the
recognition is based on a dataset. The dataset that feeds to the machine learning of
AI contains enormous data including difference age, race, and gender.

From Table 1, a method called confusion matrix can be evaluated to calculate the
average accuracy of each emotion recognition: happy, sad, and angry. The confusion
method is the most suitable method to calculate the image accuracy that compared
the actual reading and predicted reading of the system. The actual reading is the
system reader that is supposed to read while the predicted reading is what the system
read literally. Thus, the precision or the error made by the system will be calculated
in order to have the value accuracy and efficiency of the image processing system.

3.2 Confusion Matrix

See Tables 2 and 3.

3.3 Accuracy

Tables 2 and 3 show the results for the current solution and the proposed method,
identifying the differences in accuracy and efficiency. This test involved two groups
of data, with each group of data used in three different expressions (happy, sad,
angry). There are in total of 200 images data were used.

Tables 4 and 5 show that the result from two sets of data from different outputs.
The output is divided by the number of each data set for each expression which is
200. The result shows the ratio of predicted and actual reading of each data set for
each expression in percentage. The accuracy between these two data sets can be
referred in Fig. 7.

4 Conclusion

An algorithm for real-time emotion recognition using virtual markers through an
optical flow algorithm has been developed to create a real-time emotion recognition
system with less computational complexity (execution time, memory) using facial
expressions. This algorithm works successfully in uneven lighting and human head
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Table 1 Human emotion detection for 20 volunteers. It clearly indicated that, the emotion of happy,
sad, and angry can be detected using our self-developed algorithm

Volunteer
1

Volunteer
2

Volunteer
3

Volunteer
4

Volunteer
5

(continued)
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Table 1 (continued)

Volunteer
6

Volunteer
7

Volunteer
8

Volunteer
9

Volunteer
10

(continued)
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Table 1 (continued)

Volunteer
11

Volunteer
12

Volunteer
13

Volunteer
14

Volunteer
15

(continued)
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Table 1 (continued)

Volunteer
16

Volunteer
17

Volunteer
18

Volunteer
19

Volunteer
20
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Table 2 Confusion matrix data calculation for the original dataset

Predicted

Happy Sad Angry Total

Actual Happy 166 24 10 200

Sad 13 158 29 200

Angry 7 17 176 200

Total 186 199 215 600

Table 3 Confusion matrix data calculation for proposed method

Predicted

Happy Sad Angry Total

Actual Happy 176 15 9 200

Sad 12 170 18 200

Angry 5 9 186 200

Total 193 194 213 600

Table 4 The accuracy for
original dataset obtains from
confusion matrix

Emotion Accuracy (%)

Happy 83

Sad 79

Angry 88

Table 5 The accuracy for the
proposed method dataset
obtains from the confusion
matrix

Emotion Accuracy (%)

Happy 88

Sad 85

Angry 93

rotation (up to 45°), different backgrounds, and various skin tones. The system aims
to reduce car accidents due to emotional driving that has been reported repeatedly.
In addition, the interaction between human and machine can be enhanced rather than
having a monotonous and one-way communication between car and the driver. The
driver will be more enthusiastic and energetic throughout the driving experience, the
system can recognize three major emotions in real time for facial landmarks and
instruct a variety of solutions to the driver depending on the desired solution and it
is a user-friendly device. The user just needs to install the plug and play the system
with LCD. The results show that the system can recognize different emotions with
an average accuracy of 88% for happy faces, 85% for sad faces and 93% for angry
faces. The surrounding area was performed with different lighting, situation, times,
and places.
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Fig. 7 Accuracy of emotion recognition based on confusion matrix data

For future work, the system’s precision and accuracy can be improved by
increasing the data collection. Additionally, different techniques can be used to
extract more features from FACS. The current research only focuses on three major
emotions: happy, sad and angry, so for future works, more emotion can be added
such as: anxiety, stress, fear and so on. In addition, the system techniques can be
improved by placing the subjects in real situations to express the exact feelings to
enhance the system’s accuracy for the Emotion Recognition Action Savvy (ERAS).
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Development of Sign Language
Translator for Speech Impairment
Person

Mohd Amzar Azizan, Iman Zulkiflee, and Nurhakimah Norhashim

Abstract Although many assistive technologies have been developed to help
disabled people, however, in Malaysia the technology for the speech impairment
person is still left behind and currently researchers are exploring the technologies.
Assistive technology is defined as assistive, adaptive, and rehabilitative devices for
Person with Disabilities (PWD) and for the elderly generation. This research focuses
on the development of a sign language translator device specialty for a speech impair-
ment person. By capturing a real-time sign language and gesture movement using a
high-resolution camera, the system will process the signal and translate the data into
visual information. The device is programmed to recognize different alphabets and
digits based on the Malaysian Sign Language (MSL) standard. The accuracy of the
system obtained was 65.3% for alphabets and 90.6% for digits. It is aimed that this
intelligent device invention will bridge the communication barrier and help disabled
people to experience a more healthy lifestyle and feel appreciated among the society.
The engagement with society will be much easier with the translator device.

Keywords Sign language · Person with disabilities (PWD) · Speech impairment ·
Assistive technology · Real-time · Gesture movement

1 Introduction

In this 21st century, there are nearly around one million people that have the inability
to speak due to deaf or experience speech disorder. These groups of speech disorders
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are known as mute people. Mute people experience difficulties to communicate with
other normal people and being accepted by the community. It is called the commu-
nication barrier and the most challenge that need to be faced by the mute people
as they are not be able to deliver the message directly. In addition, mute people are
facing the problem to secure a job opportunity. The employer might not consider
the mute people to be accepted by the other workers [1]. In order to overcome this
problem, sign language is the only medium that can help mute people to be able to
deliver an important message and communicate with other people. The majority of
mute people has lack awareness of the technology that can help to solve the commu-
nication barrier [2]. Sometimes the mute people have low self-esteem to meet and
expose themselves to the community. Sign language is a language that employs signs
made with the hands and other movements, including facial expressions and postures
of the body. It is a form of non-verbal communication, which is referring to visible
body actions to deliver messages [3].

According to the Law of Malaysia Act 685—Person with Disabilities 2008, the
personwith disabilities shall have the right to access to employment on an equal basis
with a person without disabilities. The employer shall, in performing their social
obligation and endeavor to promote stable employment for PWDs, evaluate their
abilities and provide suitable places of employment. Meanwhile, under Section 501
of the Rehabilitation Act of 1973, the law requires the federal government to practice
affirmative action to hire and to promote employees with a disability. By referring
to the above Malaysia Law, mute people supposedly have equal opportunities for
employment with normal people.

1.1 Challenges and Difficulties Faced by Person
with Disabilities (PWD)

Education Barriers

Education is very important as it is a crucial determinant for the level of knowledge
and skills of a person. In Malaysia and particularly in some industries, the level of
education will determine the figure that we as the employer will earn. The highest
education level we achieved, the more income that can be earned. A PWD people,
often face the gap to match the education with their ability. The barriers that a PWD
need to face are (a) lack of disability accommodation and support. Due to this factor,
PWD students will take a longer duration of the study and quit in the middle before
completing the course. Accommodation is an important factor that will determine
the student’s decision to further study. If the government does not provide a good
accommodation with disability support the probability of the student to further study
will become low [4].

(b) Secondly, the funding for the education system. Based on the report, the
authority is more concerned about the number of students that be able to attend the
class rather than increasing the funding to provide specialized support for students
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with special needs. The funding can be used to enhance the teaching support system
such as a special whiteboard, special table and chair, and so on.

Accessibility Barriers

Accessibility means a person has direct access to sense or having the privilege to
services or environments that surround him or her and they are entitled to get benefits
from any system or entity [5]. Thus, the accessibility barriers can be in terms of
transportation, information, or even health care. For example, the information center
must provide staff that is able to understand signal language.

Attitudinal Barrier

The attitudinal barrier is the most fundamental barrier that can affect life of PWDs
[6]. The attitude and behavior of the community contribute Attitudinal barriers on
the social life of PWDs. Disabled people are commonly related to the unhealthy and
poor quality of education due to the disability. The judgments from the community
can affect the job employment as well. The discrimination from the employers who
believe that a PWD has low life skill and less contribution compare to normal people
[7].

1.2 Laws

Person with Disabilities Act 2008

Person with Disabilities Act 2008 is one of the Acts in Law of Malaysia that govern
the registration, protection, rehabilitation, development, andwell-being of PWDs [8].
According to theAct inChapter 2—Habilitation andRehabilitation, theCouncil shall
provide the availability and usage of assistive devices and technologies designed for
a special purpose for PWDs. Assistive technologymay be very useful to them such as
voice recognition programs and screen readers—to help with mobility and sensory
impairments using computers and mobile devices [9]. PWDs are a community that
needs the protection of their rights.

American with Disabilities Act 1990

For the West country, the law has been a force since in early 1990. The law made it
illegal to discriminate against a disabled person in terms of employment opportuni-
ties, access to transportation, public accommodations, communications, and govern-
ment activities [10]. Title III of Public Accommodations prohibits discrimination
against the basis with regards to services, facilities, or equal enjoyment of the goods.
Employers must provide reasonable accommodations for their disabled employees
to enable them to enjoy equal employment opportunities. A deaf applicant may need
a sign language interpreter during the job interview [11] and a blind worker may
need personal assistance to help them to read information.



118 M. A. Azizan et al.

Fig. 1 Process flow of gesture recognition

1.3 Hand Gesture Recognition

Gesture recognition is interpreting human gestures by usingmathematical algorithms
[12] and eliminate commands based on the gesture [13]. Nowadays, there are many
initiatives from the researchers to develop sign language translation systems by using
cameras and computer vision where users can simply make gestures without physi-
cally having contact with the hardware devices [12]. Figure 1 shows the example of
the flow process of gesture recognition. By implementing the fundamental principle
of hand gesture and motion, we have developed a real-time sign language translator.

2 Methodology

2.1 Conceptual Design

Figure 2 shows the conceptual design of the project. The purpose of this conceptual
design is to show the flows process from the beginning until the end process of
displaying the output on the device. The process started with the user making a
simple hand gesture in front of the camera. The Pi camera then will detect the hand
gestures made by the user and collects the data. After the data is obtained, the data
will be transferred to the Raspberry Pi where the code interpretation of data is made.
The data will be read according to the algorithm made in Raspberry Pi. If the data
match the algorithm that has been set, it will display the output directly on the screen.
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Fig. 2 Conceptual design of sign language translator

2.2 Hardware Implementation

See Fig. 3.
This is the core hardware in this project. The Raspberry Pi is a series of small

single-board computers for the usage of advanced computer science projects. This
project uses the Raspberry Pi 3B+ version. This version is provided with a Broadcom
BCM 2837 SoC equipped with a 1.2GHz 64-bit quad-core ARM Cortex-A53
processor. It also has other useful features such as GPIO pins PoE header, HDMI
port, USB 2.0 ports and so on.

Fig. 3 Raspberry Pi 3B+
(single board computer)
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2.3 Machine Learning Algorithm

See Fig. 4.

Fig. 4 Detailed flowchart in developing machine learning algorithm
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2.4 Data Collection

By referring to Fig. 4, the first step is data collection. Data collection involves
collecting images that are suitable to be used as a dataset. A window will appear
on the Raspberry Pi containing the green square box called Region of Interest (ROI).
ROI is set to 300x300 pixel size. The hand needs to be put in the ROI area to capture
the datasets. Only the images in the ROI will be printed.

2.5 Data Preparation

According to Fig. 5, the second step is data preparation. Data preparation is the
process where the datasets will retransforming the properties so that the systems can
easily read and learn the datasets in the model training process. The captured datasets
earlier will change the color of the dataset from Blue Green Red (BGR) to Grayscale
as shown in Fig. 6. Then, by using the algorithm, the dataset will be blurred by using

Fig. 5 Example of alphabets
datasets that is collected by
using OpenCV
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Fig. 6 Transformation of
dataset from BGR to
grayscale

the Gaussian Blur function. After that, the datasets will be cropped or resized from
300 × 300 pixels (ROI) to 96 × 96 pixels. The total folders are 34 and the total
datasets that have been collected and prepared for training are 16,909.

2.6 Model Training

This section explains about the model training that captures the system with new
image/memory. For training, the TfLearn tool is used under Tensorflow Framework.
At the end of the process, this training session will print out the accuracy and loss
produced in its ‘brain’. The prepared datasets are divided into each alphabet and
digits, with 500 images for every single folder. The total datasets would be around
17,000 images. However, some low-quality images need to be discarded to minimize
the noise created by datasets. The actual numbers of datasets are 16,909. Preliminary
results obtained from the training model are 78% for alphabets and 97% for digits
as shown in Fig. 7.

2.7 Model Evaluation

The evaluation of the classification model can be defined as evaluating the accu-
racy, precision, and recall. The process involves template generation and template
matching. This evaluation can be shown in the confusion matrix. That is used to
describe the performance of a classification model.

2.8 Confusion Matrix

2.8.1 Precision

Precision = Correctly Predicted
Total Predicted .
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Fig. 7 Result of training alphabets 78% and digits 97%
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2.8.2 Recall

Recall = Correctly Classified
Total Actual .

2.8.3 Accuracy

Calculating the accuracy of datasets or classifier

Accuracy = Total Correctly Classified

Total Actual

2.8.4 Weighted Average Precisions

Actual Class A Instances× Precision of Class A

+
Actual Class B Instances× Precision of Class B

+
Actual Class C Instances× Precision of Class C

2.8.5 Weighted Average Recall

Actual Class A Instances× Recall of Class A

+
Actual Class B Instances× Recall of Class B

+
Actual Class C Instances× Recall of Class C

.

3 Results and Analysis

Figure 8 shows the result of the translation for alphabet A, B and C when the user
perform hand gesture in front of the camera. The self-developed algorithm is proven
to be able to translate the signs language according to Malaysia Sign Language
(MSL) standard as shown in Fig. 9.

Figure 10 shows the result of the translation for different digits for number 1, 2 and
3 when the user performs the hand gesture in front of the camera. The self-developed
algorithm is proven to be able to translate the sign language according to Malaysian
Sign Language (MSL) standard as shown in Fig. 11.
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Fig. 8 The example of different hand gesture of A, B, and C being translated into visual display

Fig. 9 Malaysian sign language (MSL) for alphabets

Fig. 10 The example of hand gesture of digits 1, 2 and 3 being translated into the visual display

3.1 Confusion Matrix for Alphabets

See Table 1.
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Fig. 11 Malaysian sign language (MSL) for digits

3.2 Confusion Matrix for Digits

See Table 2.

3.3 Accuracy of Alphabets

Table 3 shows the accuracy value of each of the alphabet that have been calculated
from the confusion matrix. Alphabet A, H, R, and Y have the highest accuracy value
which is 105 out of 150 sample data (70%). This may be due to the machine learning
algorithm was able to directly read the datasets as the gestures were very simple.
Meanwhile, alphabet D, G, and N have the lowest accuracy value which is 90 out
of 150 sample data (60%). This may be due to the machine learning algorithm was
only able to read some datasets of those three alphabets since the gesture was a little
complicated. For example, the gesture of alphabet G and H is quite similar whilst
the gestures of alphabet N are also almost the same with alphabet M.

From these data, it can be concluded that the quality of datasets plays is utmost
important role for the algorithm to able to read the image/memory of the brain. If
the datasets have noise or damage, the accuracy value will be reduced than the loss
value.
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Table 1 Confusion matrix table for alphabets

A B C D E F G H I K L M

A 105 5 0 0 4 2 1 0 6 1 0 0

B 4 102 2 4 2 2 3 0 1 1 2 1

C 1 4 93 0 2 3 1 7 3 1 3 4

D 2 5 0 90 4 1 0 6 0 2 1 5

E 4 0 2 3 100 4 3 2 0 2 4 1

F 8 1 4 2 2 102 0 5 0 8 0 0

G 1 0 2 4 0 3 90 6 0 6 0 8

H 2 1 0 1 8 5 0 105 1 2 0 4

I 6 4 1 2 1 4 0 3 100 1 2 0

K 1 7 3 0 0 6 1 0 1 97 0 0

L 7 0 7 0 0 6 0 0 1 0 99 3

M 1 2 0 1 4 0 0 0 9 3 2 101

N 3 0 3 4 0 5 0 2 3 1 5 4

O 2 0 3 2 0 1 0 8 4 0 0 7

P 4 0 2 0 4 1 3 8 2 0 3 0

Q 1 4 0 0 0 2 1 2 1 7 3 2

R 0 2 4 0 5 1 0 6 0 0 3 0

S 9 0 0 5 0 3 0 1 2 0 2 0

T 7 0 0 0 3 0 2 0 5 0 2 0

U 0 2 0 0 4 5 0 1 0 0 3 4

V 8 0 0 0 0 0 8 2 0 7 2 0

W 0 0 1 0 0 1 0 0 6 5 2 1

X 1 2 3 1 0 3 1 4 3 1 3 2

Y 1 3 2 0 3 0 3 1 0 5 2 0

Total 178 144 132 119 146 160 117 169 148 150 143 147

N O P Q R S T U V W X Y

A 5 1 2 0 8 0 0 3 0 5 2 0 150

B 1 3 1 2 4 2 3 3 4 2 0 1 150

C 1 2 2 1 2 5 2 4 2 2 4 1 150

D 0 2 5 4 1 3 5 3 5 2 3 1 150

E 1 2 1 2 4 2 1 3 1 1 4 3 150

F 5 0 0 0 3 0 0 5 0 0 5 0 150

G 1 6 4 0 7 0 7 3 0 0 0 2 150

H 2 0 5 1 3 0 1 2 0 0 1 6 150

I 1 0 1 2 4 2 4 2 2 1 3 4 150

K 4 7 0 2 7 4 3 0 0 6 0 1 150

(continued)
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Table 1 (continued)

N O P Q R S T U V W X Y

L 1 0 2 0 4 1 0 5 0 0 5 9 150

M 0 4 0 0 2 3 4 0 6 0 3 5 150

N 90 4 5 5 3 0 5 4 3 0 0 1 150

O 0 98 0 5 0 3 0 0 9 0 0 8 150

P 0 5 96 0 0 4 0 8 0 0 8 2 150

Q 3 0 4 104 2 5 0 2 4 0 0 3 150

R 2 5 0 0 105 0 5 8 1 0 1 2 150

S 0 0 5 0 0 102 5 0 0 6 4 6 150

T 4 3 0 2 7 0 93 9 0 6 0 7 150

U 0 4 0 8 0 6 4 95 0 8 6 0 150

V 5 2 0 6 2 0 6 2 97 3 0 0 150

W 0 2 5 8 3 5 0 2 0 105 4 0 150

X 1 4 2 4 1 2 2 0 4 2 100 4 150

Y 5 1 2 0 6 0 1 4 2 0 4 105 150

Total 132 155 142 156 178 149 151 167 140 149 157 171 3,600

Table 2 Confusion matrix table for digits

0 1 2 3 4 5 6 7 8 9

0 138 2 1 1 0 2 1 2 2 1 150

1 2 135 2 1 1 1 2 2 1 3 150

2 1 2 139 1 1 1 2 1 1 1 150

3 2 2 1 138 2 2 1 1 0 1 150

4 0 1 0 2 137 3 1 3 2 1 150

5 1 0 2 0 1 140 0 1 3 2 150

6 3 2 1 4 0 2 135 2 0 1 150

7 1 2 0 1 2 0 3 136 4 1 150

8 2 4 0 3 1 1 0 0 136 3 150

9 0 1 1 0 2 2 2 1 2 139 150

Total 150 151 147 151 147 154 147 149 151 153 1500

3.4 Accuracy of Digits

Table 4 shows the digit’s accuracy value hat has been calculated from the confusion
matrix. Digit 5 has the highest accuracy value which is 141 out of 150 sample data
(94%). This may be due to the machine learning algorithm can directly be read the
datasets of digit 5 since the gestures are very simple. Meanwhile, digit 1 and 6 have
the lowest accuracy value which is 135 out of 150 sample data (90%). This may be
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Table 3 Accuracy value for
alphabets

Alphabets Accuracy (%)

A 70

B 68

C 62

D 60

E 66.6

F 68

G 60

H 70

I 66.6

K 64.66

L 66

M 67.3

N 60

O 65.3

P 64

Q 69.3

R 70

S 68

T 62

U 63.3

V 64.66

W 70

X 66.6

Y 70

Table 4 Accuracy value for
digits

Digits Accuracy (%)

0 92

1 90

2 93

3 92

4 91

5 94

6 90

7 90.6

8 90.6

9 93
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due to the machine learning algorithm was only able to read some datasets of those
two digits. For example, the digit 1 is quite similar to digit 0 and the gestures of the
alphabet N are also almost the same as the alphabet M. The accuracy of the data is
also depends on the user perform the hand gestures

4 Conclusion

As a conclusion, the research demonstrated good accuracy for the sign language
translator with the percentage of 65.3% for alphabets and 90.6% for digits. The sign
language translator perhaps will assist the speech impairment person to engage with
the society in terms of communication and interaction. The algorithm developed
using machine learning technology, indicated a higher confidence level, and can
be another important milestone in bridging the communication barrier between the
speech impairment community and normal people. It also will assist the speech
impairment community in carrying out their daily activities and having more happier
lifestyle.
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the research.
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Comparative Study of Five Metaheuristic
Algorithms for Team Formation Problem

Md. Abdul Kader and Kamal Z. Zamli

Abstract This paper presents a comparative study of five metaheuristic algorithms,
namely, salp swarm algorithm (SSA), owl search algorithm (OSA), sooty tern opti-
mization algorithm (STOA), squirrel search algorithm (SqSA), and crow search algo-
rithm (CSA) adopted in the Covid19 team formation (CTF) problem. The perfor-
mance comparison of these algorithms is conducted by executing each algorithm
twenty times to ensure the statistical significance. The study considers the minimum
number of experts and the minimum team formation cost in defining the objective
function. The CSA was found to be the more effective metaheuristic algorithm for
the Covid19 team formation problem from the optimal results in terms of overall
solution quality and runtime efficiency.

Keywords Metaheuristic algorithms · Crow search algorithm · Covid19 team
formation

1 Introduction

Metaheuristic algorithms can be viewed as a generic framework of algorithm which
integrates a collection of search strategies into the basic search process [1]. All meta-
heuristic algorithms aim to explore the search space more efficiently and effectively
to find a sufficiently good solution at a reasonable cost and time for optimization
problems [2]. These methods are widely used not only in computer science but
also in different fields [3]. The inspirations of the metaheuristic algorithms come
from the behavior of natural phenomena. These natural processes are mimicked in
metaheuristic algorithms to generalize the artificial procedure for the particular opti-
mization problem. In contrast, the popularity of metaheuristic algorithms is growing
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because of their simplicity, flexibility, and capability of solving complex optimiza-
tion problems by avoiding local optimum [4]. Some of the commonly used meta-
heuristic algorithms include genetic algorithm, particle swarm optimization, salp
swarm algorithm, owl search algorithm, sooty tern optimization algorithm, squirrel
search algorithm, and crow search algorithm.

Various metaheuristic algorithms have been adopted for team formation problems
(TFO) over the last decade [5–9]. In the TFO problem, the best team is formed
for a specific job by selecting suitable experts from diverse regions based on the
required skills. The challenges of creating the best team can be minimizing the
number of competent team members, job completion time, the wage of experts,
resource requirements and maximizing the quality of the completed job.

According to the No-Free-Lunch (NFL) theorem [10], there is no single meta-
heuristic algorithm that can solve all optimization problems - as some algorithms
perform better than others on certain types of optimization problems. The NFL
theoremhasmotivated this study to adopt differentmetaheuristic algorithms and eval-
uate their performance for solving the Covid-19 team formation (CTF) problem as
the case study. The consideredmetaheuristic algorithms in this comparative study are
the salp swarm algorithm (SSA), owl search algorithm (OSA), sooty tern optimiza-
tion algorithm (STOA), squirrel search algorithm (SqSA), and crow search algorithm
(CSA).

The rest of the paper is organized as follows. Section 2 covers the overview of
the metaheuristic algorithms adopted for CTF problem as a case study. The Covid19
team formation problem is outlined in Sect. 3. Section 4 describes the experimental
setup. The performance comparison of selected metaheuristic algorithms from the
experiment results is described in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Metaheuristic Algorithms Adopted for CTF Problem

This study adopts five metaheuristic algorithms in CTF problem solution to compare
their performance. The selected algorithms are salp swarm algorithm (SSA), owl
search algorithm (OSA), sooty tern optimization algorithm (STOA), squirrel search
algorithm (SqSA), and crow search algorithm (CSA). A brief overview of each
algorithm is described as follows.

2.1 Salp Swarm Algorithm (SSA)

Mirjalili et al. [11] introduce a population-basedmetaheuristic algorithm, salp swarm
algorithm (SSA) for the single objective andmulti-objective optimization. The social
interaction (i.e., when navigation and foraging in oceans) of salp swarm for seeking
food is modelled mathematically in SSA. The salp chain comprises a head salp and
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others are follower salps. The working principle of SSA is highlighted using the
following eight steps:

Step-1: Initialize the salp population considering the upper and lower bound.
Step-2: Compute the fitness of each salp.
Step-3: Calculate the best salp.
Step-4: Update coefficient using the Eq. (1).

c1 = 2e
−

(
4t
Mt

)2

(1)

Step-5: Relocate the position of leader salp using Eq. (2).

X1
j =

{
Fj + c1

((
ub j − lb j

)
c2 + lb j

)
c3 ≥ 0

Fj − c1
((
ub j − lb j

)
c2 + lb j

)
c3 < 0

(2)

Step-6: Relocate the position of follower salps using Eq. (3).

Xi
j = 1

2

(
Xi

j + Xi−1
j

)
(3)

Step-7: Amend the salp position based on the upper and lower bound.
Step-8: If the termination criteria are met, return the best salp, otherwise, go to

Step-2.

The definition of variables used in Eq. (1–3): X1
j represents the leader’s location

in jth dimension, ub j , lb j , and Fj denote the upper bound, lower bound, and food
source position in jth dimension, respectively. The parameters, c2 and c3, represent
random numbers generated within the interval [0,1].

2.2 Owl Search Algorithm (OSA)

Jain et al. [12] introduced a population-based meta-heuristic algorithm in 2019 and
named it as Owl Search Algorithm (OSA). OSA mimics the predatory behaviour of
the owls in the dark. The sound intensity is essential to compute the fitness of owl’s
position. The working principle of OSA is highlighted using the following steps:

Step-1: Generate the random positions of owls.
Step-2: Compute the fitness of each owl.
Step-3: Set the global best and worst solution in the population.
Step-4: Calculate the intensity of owl using Eq. (4).

Ii = Fi − w

b − w
(4)
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Step-5: Calculate the distance information of each owl using Eq. (5).

‖Ri = Xi , V ‖2 (5)

Step-6: Calculate the changed intensity of each owl using Eq. (6).

I ci = Ii
R2
i

+ rand(0, 1) (6)

Step-7: Compute the new position of each owl based on the probability of prey
movement using Eq. (7).

Xi (t + 1) =
{
Xi (t) + β × I ci × |αV − Xi (t)| i f pvm < 0.5
Xi (t) − β × I ci × |αV − Xi (t)| i f pvm < 0.5

(7)

Step-8: Update global best in the population.
Step-9: If the termination criteria aremet, return the best owl’s location, otherwise,

go to Step-2.

The definition of variables used in Eq. (4–7): Fi represents the fitness of ith owl.
w and b denotes the minimum and maximum fitness, respectively. V indicates the
location of the prey, Ri represents the distance between the pray and the owl Xi . pvm

specifies the possibility of vole movement, α denotes the random number between
[0, 0.5], and β denotes the linearly decreasing constant from 1.9 to 0. I ci specifies
the intensity variation for ith owl.

2.3 Sooty Tern Optimization Algorithm (STOA)

Dhiman and Kaur [13] proposed STOA in 2019 which is a population-based bio-
inspired meta-heuristic algorithm. The key idea of STOA is to mimic the behaviours
(i.e., movement and attacking) of sooty tern to emphasize the exploration and
exploitation in a given search space. The process of STOA can be represented as
follows:

Step-1: Initialize the parameters.
Step-2: Estimate the fitness of each sooty tern.
Step-3: Set the global best sooty tern.
Step-4: Update the positions of each sooty tern using Eq. (8).

Xi (t) = (
Di (t) × (

x ′ + y′ + z′)) × Xbest (t) (8)

Step-5: Update the parameters.
Step-6: Compute the fitness value of each sooty tern.
Step-7: Update best search agent based on the current fitness.
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Step-8: If the termination criteria are met, return the best search agent, otherwise,
go to Step-4.

The definition of variables used in Eq. (8): Xbest (t) denotes the best search agent.
Di (t) states the distance between the current and best search agent. x ′, y′, and z′
combinedly represent the angle of attack.

2.4 Squirrel Search Algorithm (SqSA)

SqSA is a nature-inspired metaheuristic algorithm proposed in 2019 by Mohit Jain
et al. [12]. The main idea behind SqSA is to mimic the dynamic foraging and gliding
behaviour of southern flying squirrels. These behaviours are modelled mathemat-
ically to emphasize the exploration and exploitation in a given search space. The
process of SqSA can be represented as follows:

Step-1: Initialize the population.
Step-2: Evaluate the fitness of each flying squirrel’s location.
Step-3: Categorize the population depending upon their fitness value.
Step-4: Relocate all flying squirrels based on the winter updating scheme using

the following Equations.

Xt+1
ai =

{
Xt
ai + dgGc

(
Xt
h − Xt

ai

)
i f r1 ≥ Pdp

Random location Otherwise

}
(9)

Xt+1
i =

{
Xt
i + dgGc

(
Xt
ai − Xt

i

)
i f r2 ≥ Pdp

Random location Otherwise

}
(10)

Xt+1
i =

{
Xt
i + dgGc

(
Xt
h − Xt

i

)
i f r3 ≥ Pdp

Random location Otherwise

}
(11)

Step-5: Randomly update the position of flying squirrels if the summer season
arrived.

Step-6: If the termination criteria are met, return the final optimal solution (i.e.,
location of the squirrel on hickory nut tree), otherwise, go to Step-2.

The definition of variables used in Eq. (9–11): dg and Gc represent the random
gliding distance and gliding constant. r1, r2 and r3 indicate the random number
between [0, 1]. Xt

ai , X
t
h , and Xt

i represent the flying squirrel on acorn nut, hickory
nut, and normal tree, respectively. Pdp indicates the predator presence probability.
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2.5 Crow Search Algorithm (CSA)

Alireza Askarzadeh [14] introduces a population-based metaheuristic algorithm,
Crow Search Algorithm (CSA) in 2016. CSA is inspired by the cleverness of crows
for storing and retrieving foods from hiding places in nature. Crows are very greedy
birds, and they intelligently follow each other to steal the foods of others. However,
they take precautions to protect their food from potential followers. The working
principle of the CSA can be represented as follows:

Step-1: Initialize parameters and population.
Step-2: Randomly generate the position of crows and store them in memory.
Step-3: Evaluate the fitness or objective function.
Step-4: Generate new position of all crows.
Step-5: Check feasibility and update the location of crows using Eq. (12).

Xt+1
i = Xt

i + ri × f l × (
mt

j − Xt
i

)
(12)

Step-6: Evaluate the fitness of the current location of crows.
Step-7: Update memory with the best fitness.
Step-8: If the termination condition is met, return the best solution stored in the

memory, otherwise, go to Step-4.

The definition of variables used in Eq. (12): f l indicates the flight length. mt
j

represents the jth memory at iteration t. ri is a random number generated for ith
crow. Xt

i is the position vector of ith crow at iteration t.

3 Overview of Covid19 Team Formation Problem

The world is currently suffering from a mortal infectious disease, known as coro-
navirus 2019 (COVID-19), caused by severe acute respiratory syndrome 2 (SARS-
CoV-2). This disease has quickly spread to the residents of Wuhan City, Hubei
Province, China, from the beginning of early December 2019 [15]. The first COVID-
19 case in Malaysia was registered on 25 January 2020. There is an emergency to
deal with the outbreak as the number of infected people increases exponentially
worldwide. Among all the arrangements, the government of each country needs to
form specialized teams for their country to handle the situation. The team comprises
the members that can be related to health anyway or others who are in need in this
situation. Based on the required skills or knowledge, the covid-19 teams are formed
from the millions of respective people.
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4 Experimental Setup

All selected metaheuristic algorithms (SSA, OSA, STOA, SqSA, CSA) were devel-
oped in Java, running on windows 10 with CPU 2.20 GHz Intel core i7, and 8 GB
RAM.While these algorithms can be evaluated for any number of unique skills exist
in the corresponding dataset, they are tested for 5, 10, 15, 20, and 25 skills sets. For
each skill set, all selected algorithms run by twenty times for the equal number of
search agents (i.e., 10), max iteration (i.e., 1000), and the equal number of fitness
function evaluations make the experiment fair. The results for the same skill set are
averaged and considered for comparison. Covid19 dataset (formatted and cleaned)
[16], is used to evaluate and compare the performance of the selected algorithms in
this comparative study. This dataset contains 7493 experts and 3291 unique skills.

5 Experimental Results and Comparative Analysis

This section registers the experimental data and illustrates their comparative analysis
in terms of team size (best andmean), team cost (best andmean), and running time of
the selectedmetaheuristic algorithms for different sets of test skills. The experimental
results for the CTF case study from eachmetaheuristic algorithms are summarized in
Table 1. The average values of team size (best and mean), team cost (best and mean)
for the required skills sets 5, 10, 15, 20, 25 are shown in Fig. 1a–e, respectively.
Figure 2 illustrates the average running time of metaheuristic algorithms. Moreover,
the metaheuristic algorithms are ranked in terms of team size, team cost, and running
time. The average ranking analysis is demonstrated in Fig. 3.

Concerning Figs. 1, 2 and 3, several observations can be discussed further. Firstly,
the performance of calculating the best results is almost alike for all themetaheuristic
algorithms, but the mean results reflect their actual strength. In Fig. 1a–e, the average
mean values of team size and team cost represent that theCSAperforms better against
the other metaheuristic algorithms for different sets of test skills. In addition, any
number of test skills can be taken from the unique skill set for the performance
evaluation of the compared algorithms. Secondly, the CSA outperforms the other
metaheuristic algorithms and secure rank one (i.e., averaged rank) in terms of indi-
vidual ranking for team size (best and mean) and team cost (best and mean). The
ranking of all compared algorithms is shown in Fig. 3. The ranks are evaluated in
terms of the average team size (best and mean), team cost (best and mean), and
running time for 20 runs. Finally, in terms of running time, the OSA secured rank
one, and the CSA secured rank two. The running time comparison of all compared
algorithms are shown in Fig. 2.
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Table 1 Experimental results for the selected metaheuristic algorithms

Skill set Algorithm Team size Team cost Running time (ms)

Best Mean Best Mean

5 SSA 4.000 4.710 5.767 8.610 22,025.000

OSA 4.000 4.860 5.754 9.127 5778.400

STOA 4.000 4.010 5.715 5.868 16,846.200

SqSA 4.000 4.000 5.726 5.833 19,913.600

CSA 4.000 4.050 5.726 6.003 6730.800

10 SSA 8.400 9.300 30.805 38.283 16,676.100

OSA 8.200 9.210 29.261 37.222 5639.900

STOA 8.000 8.670 27.626 32.845 16,229.200

SqSA 8.100 8.740 28.432 33.369 18,109.800

CSA 8.000 8.720 27.715 33.163 5784.100

15 SSA 12.400 13.700 70.048 86.530 22,315.300

OSA 11.600 12.990 60.962 77.413 13,156.000

STOA 12.000 12.660 65.103 73.152 22,459.400

SqSA 11.900 12.640 64.051 72.850 30,187.300

CSA 11.500 12.550 59.733 71.917 13,623.500

20 SSA 12.600 14.340 72.577 95.017 23,579.300

OSA 12.300 13.280 68.823 80.816 13,043.200

STOA 12.100 13.310 66.493 81.226 19,394.100

SqSA 12.500 13.230 71.084 80.150 25,186.600

CSA 12.400 13.060 70.023 78.006 13,899.000

25 SSA 15.600 18.820 113.225 167.483 24,710.800

OSA 15.100 16.330 105.822 124.554 10,148.400

STOA 16.700 17.800 130.189 148.522 20,574.800

SqSA 16.100 17.350 120.628 140.984 22,166.000

CSA 15.800 16.990 116.061 134.850 10,984.000

6 Conclusion

A comparative study of five recent metaheuristic algorithms (SSA, OSA, STOA,
SqSA, and CSA) using the CTF problem as a case study has been presented. In our
research, the case study aimed to find the best Covid19 teamwithminimum team size
and team cost. Based on the recorded experimental results and their analysis, it can
be concluded that the algorithm which secures the first rank in terms of calculating
the team size and team cost is CSA. With the running time comparison, the OSA
secure first rank and CSA secure second rank. In future, more recent metaheuristic
algorithms can be implemented and compare their performance for the Covid19 team
formation problem.
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Fig. 1 Average of the best and mean team size and team cost for the 5, 10, 15, 20, 25 required
skills shown in figure (a), (b), (c), (d), and (e), respectively
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Fig. 2 Average running time (ms) of compared algorithms for the different required skill sets

Fig. 3 Average ranking of compared algorithms in terms of team size (best and mean), team cost
(best and mean), and running time
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Automatic Identification of Plastic Waste
by HSV Colour

Irsyadi Yani , B. Firmansyah , Yulia Resti , Yenni Arnas,
Rb. Budi Kartika, Todung Mulia Raja Nasution, W. Hendro,
and Ika Endrawijaya

Abstract People don’t enjoy living without plastic nowadays. It happens because,
in almost every industry, plastic has become a commonly used material. However,
at present, it causes the waste of plastic to increase. The process needs to be recy-
cled to reduce the contamination of plastic waste. The manual recycling method has
a high possibility of human error, therefore, this automatic system is designed to
minimize human error. This research applies Artificial Neural Network (ANN) with
three types of plastic to construct an automatic framework to classify and catego-
rized plastic waste. This study also used HSV color space with six input character-
istics (RHSV, GHSV, BHSV, mean2, entropy, and variance). The database analysis
collected by the training and testing process focused on the implementation of an
automatic identification and classification method for plastic bottles, and the rate of
the percentage of progress achieved from the training process is 65.3%. The research
process’s percentage effectiveness is 57%.

Keywords Identification · Classification · Plastic Bottle · PET · HDPE · PP ·
HSV · Artificial neural networks

1 Introduction

Plastic becomes one of the favorite materials used for producing various items today.
Plastic has advantageous bending, easy-to-form, translucent, heat-resistant, and light
characteristics. People can discovermany things in nearly every section of life that use
plastics as the fundamentalmaterial. The increased use of plastic bottles begins to pile
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up waste. Efficient processing is therefore needed. In addition to landfill and incin-
eration [1], a plastic recycling process is an alternative approach toward the disposal
of solid waste in the form of plastic. The recycling method was chosen because of
the long and stable plastic life cycle. For the sorting process to run securely, cleanly,
and effectively, automating the sorting process is a positive step. Nevertheless, the
automatic sorting system has some disadvantages in certain processes that make it
difficult to develop and also has some image quality and lighting problems [2]. The
method of burning and burial is inefficient, can cause environmental contamination,
and has an impact on the lives of living beings that are biotic and abiotic. Based on
its fundamental compounds, plastic waste is classified into seven types: polyethylene
terephthalate (PET), high-density polyethylene or HDPE, polyvinyl chloride (PVC)
or vinyl, low-density polyethylene or LDPE, polypropylene or PP, polystyrene (PS),
etc. This study uses a color sensor to define and distinguish forms of plastic waste
by analyzing digital images of plastic waste to obtain a simple and effective method
for its processing.

2 Literature Review

The picture is an object’s reflection, resemblance, or imitation, produced from the
capture of reflected light. In the kind of video signals such as television images or
digital images that can directly be processed onmedia storage [3], image as the output
of an optical data recording device is equivalent. The image is split into three groups,
which are; RGB image, grayscale image, and binary image, based on the combined
pixel colors. Image value can adjust from its physical properties to a scalar view,
including the brightness of the monochromatic image, vectors, and matrices. Two
forms, analog and digital divide the picture. For example, television screen images,
X-ray images, photos, drawings, CT scans, and images on cassette tapes are a type
of image that is continuous.

Digital images are arrays that are spelled out in a particular sequence of bits,
containing complex and real values. Next, the analog image is transferred to digital
format so that a computer program can be used to process it. The numbers stored
are numbers that indicate in pixels the sum of pressure. Computer processing of
digital images in the form of numerical data [3], In 2012, Hamed Masoumi carried
out a separation of plastic resins based on Near Infrared (NIR) reflectance spec-
troscopy. With this method, the researchers were able to distinguish the types of
plastic resins between polyethylene terephthalate (PET), high-density polyethy-
lene (HDPE), polyvinyl chloride (PVC), polypropylene (PP), and polystyrene (PS).
Researchers state that the NIR method is an accurate method of analysis and separa-
tion but is not suitable for dark-colored plastics. In 2015, Biswajit Ruj et al. conducted
a sorting analysis using a variety of plastic sorting methods. From the results of
the analysis and observations of these researchers, it is stated that a good sorting
technique is sensitive to small differences in gravity and commercial without high
investment.
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Image processing is also called an activity that seeks to enhance the quality of an
image or image. Besides, it is usually divided into different categories, including
image quality improvements, image segmentation, image extraction, and image
restoration. Picture segmentation is an aspect of computer vision that separates digital
images into segments to facilitate and alter the current image so that it can be analyzed
more easily. Picture segmentation, including the use of pixel similarity and pixel
discontinuity, can be achieved in two ways. Pixels of similarity are pixels that have
the same intensity of the gray level, and pixel discontinuities are boundary pixels that
have the community pixels’ unequal gray intensity levels. It is easy to group photos
using details on borders, colors, and backgrounds [4].

Colour is a set of many values present in a light wave that are spectral. The
wavelength of light determines a color’s identity. From the object, the capturing
effect of the light intensity is mirrored. Each color is shown in a spectrum of critical
components in the RGB model that are red, green, and blue. The Cartesian system
of coordinates is the basis of this model.

The colors are projected on a cube, the main colors are occupied by three corners
of the cube, and the secondary colors are cyan, magenta, and yellow at three more
angles. Also, black and white are on the edges. In capturing color, the HSV or Hue,
Saturation, Value color space is a reflection of the RGB color space that is adapted
to the human sense of sight. Using the HSV color system [5], RGB colors can be
translated to HSV colors. In Fig. 1, the HSV color space representation is shown.

Fig. 1 Representation of
HSV color space [3]
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3 Methodology

This research was carried out based on the steps of the flow diagram, as shown in
Fig. 2.

This work starts with an attempt to find research that supports, opposes, or similar
paper, in order to find any similar studies that have been conducted over the past
five years. Afterward that, to support the automatic framework, the items that are
needed later should be collected and the software rendered. The three kinds of plastic
bottles that need PET (polyethylene terephthalate), HDPE (high-density polyethy-
lene), and PPP are (polypropylene). In this word those samples is chosen because
easy to find out everywhere, any products in this world is producting with those
plastic. For example is soft drink, many kind of soft drink is producting with PET
(polyethylene terephthalate), HDPE (high-density polyethylene), and PP plastic are
(polypropylene). This research used transparant bottles because it easier to identifty
colored plastics by RGB method.

Taking photographs of things is the next step. This work uses a C270webcamwith
a 720p/30fps resolution specification, a 60° view field, and a standard focused lens
fixed to take the object’s images. Set the image template to a resolution of 640× 480
pixels and 24-bit colors, then store the image in jpg format. For the best output, high-
quality images are necessary. From this process, the system will get a high-quality

Fig. 2 Study flow chart
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picture with low noise. The next step is extracting color features after the process of
taking pictures. Extraction features needed to obtain the plastic characteristics are
used to detail the plastic form. The template is set to 280 180 33 33 cropping so that
a 5× 5-pixel resolution image is the output of the image cropping. The red variable,
green variable, and blue variable color values are the products of this process.

After that, all the pictures have been collected to create the database. In this study,
the objective of the database is to collect information based on the extraction of color
characteristics. This system uses some new photos in the identification test in the
programming process that have been taken randomly from the data test before. At
random, but still, on the webcam focal area, the location of objects is put on the table.
The data test consists of 90 images of the three types of randomly selected plastics.
Finally, plastics will be automatically categorized into each category.

4 Result Dan Discussion

Wearing a webcam, collecting the images of plastic bottles, and then following the
recognition and classification method using an automatic computer system. The key
components of this study systemare thewebcamand the automated computer system.
The value effects of a webcam capture of a plastic bottle image are in the form of
HSV color space.

The first step in the image processing phase is capturing the image of plastic
bottles. The image quality previously obtained may affect the quality of the raw data
and may also affect the impact of the image results on the functioning of a complete
system of identification and classification. The used webcam has an image sensor
device that can generate images of high quality but has low noise. For this purpose,
in this image processing stage analysis, a webcam has been selected as an image
capturing system or can be referred to as an image sensing tool on Table 1.

Table 1 Digital image example of PET type

No Plastic bottle image Vertical Horizontal Diagonal

1 PET 1

2 PET 2

3 PET 3
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Fig. 3 Image cropping
illustration

The image is converted into digital format ‘jpg’ after capturing the 738 samples,
Those photos are collected according to their kinds, PET (polyethylene terephtha-
late), HDPE (high-density polyethylene), and PPP (polypropylene). To extract image
features and find the characteristics of each bottle type, the images collected are
needed. Picture capture to obtain the color characteristics of each stored image from
each plastic bottle used as a test object. Figure 3. The picture cropping diagram is
displayed.

The aim of building a database is to save the results obtained after the process of
taking images and extracting image features is carried out. In several levels, digital
forms from a database are carried out, such as image processing, image retrieval,
identification, and classification. The information that has been compiled is processed
and categorized by its sort.

As reference data applied in the identification and classification of plastic bottles,
the HSV value of each plastic bottle is stored in the database. Figure 4 shows the
RHSV, GHSV, and BHSV values for each type of plastic container. And the average
value for RHSV, GHSV, and BHSV is shown in Fig. 5.

The training data total of 738 images; 258 PET images, 243 HDPE images, and
237 PP image samples. In this instruction, detection and classification systems are
applied, where the system is attached to a computer system with a webcam as an
image sensor interface. Result of the training is indicated to be effective outcomes.
Based on the samples from the 738 plastic bottle picture. The results for each method
of correct presentation of the plastic bottle identification and classification system
are shown in Table 2.
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Fig. 4 HSV value of PET type (series 1), PP type (series 2), and PP type (series 3)

Fig. 5 The average value of RHSV, GHSV and BHSV

Table 2 Accurate presentation of data training

No Plastic bottle image Total image Succeed Accuracy presentation (%)

1 PET 258 202 78.68

2 HDPE 243 128 52.67

3 PP 237 178 75.10

Total 738 508 68.81
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New samples are selected randomly for the testing process. With the central point
yet in the image capture range, the bottle position in the image used as test data placed
randomly. Test results amounted to 90 samples taken at random from three kinds of
plastics. The method from this study is 57.8 percent accurate. 52 were successful in
the testing process, 38 were unsuccessful.

The outcome of testing is 8% lower than the training process. Any factor can
be triggered, and the bottle location in the picture used in the testing process is not
precisely at the focus point of the crop, and the lighting variations between capturing
a database image and the image for the testing process.

5 Conclusion

The purpose of this works is: First, a system has been built to simplify the automatic
sorting process that can minimize the human error of the manual sorting process.
Second, the automatic identification and classification of plastic bottle waste have
been developed to facilitate the sorting process. Third, 68.81% of the successful
identification and classification system training using HSV color characteristics is
accurate. Besides, the accurate percentage of testing for plastic bottle data is 57.8%.

There are the followings suggestion that based on this work: For further it’s
recommended to use numerous size cropping to get the best template for identification
and classification of plastic bottles, increase the number of plastic bottle samples as
database as of the accuracy value obtained are getting better, try to use the other
color variations of the lamp to maximize the intensity of the color space and it is also
recommended to add more features besides R, G, and B in the HSV color space so
that the results will be more accurate.
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Validation of Compressive Test
of Biodegradable Lumbar Interbody
Spinal Cage with Different Porous
Structure Using Computed
Tomography-Based Finite Element
Analysis

Muhammad Hilmi Jalil, M. H. Mazlan, and M. Todo

Abstract Evaluation of spinal cage structures had been done using Computed
tomography-based finite element analysis (CT/FEA) with homogenous bone prop-
erties. However, it is important to consider the inhomogeneity of bone properties
in order to obtain more precise validation. This study compares the experimental
and numerical analysis of CT/FEA by establishing relation between the Hounsfield
Unit (HU) values, bone density and material properties. 6 cage designs with different
pore structure were created and optimized based on the conventional bullet-shaped
tip cage design. Specimens were fabricated using a fused deposition method (FDM)
3D printer. Unidirectional compression test machine was done and evaluated using
FEA tool. A conventional bilateral mode configuration was applied to simulate stan-
dard PLIF procedure in the L4–L5. CT/FEA was done to characterize the stress
profile of cage-endplate interface, cage body and failed element distribution. From
the results, layers deviation and severe micro crack were seen at ruptured spinal cage
specimen’s side surface. OPEN SOLID showed highest value of compressive value
in the experiment and simulation. Finally, FEM stress profiles indicated that subsi-
dence might have occurred for CLOSE 1 mm, OPEN SOLID, and OPEN 1 mm cage
designs at the cage-endplate interface due to the sudden spike at endplate region.
Overall, optimally designed PLA spinal cages have sufficient mechanical properties
to support lumbar interbody loads. Furthermore, this optimization technique may be
utilized to balance the complex requirements of load-transfer, stress shielding, and
porosity when using biodegradable material for fusion spinal cages.
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Keywords CT-based FEA · Biodegradable · PLA · Lumbar interbody fusion ·
Spinal cage

1 Introduction

Spinal cage fusion is an alternative treatment for degenerative spinal diseases when
conservative treatments fail. In Malaysia, the prevalence of back pain was found to
be 6%, and it was rated as the eighth and tenth most common complaint in public
and private primary healthcare clinics, respectively, in 2014 [1].

Interbody cages was found to provide instant stability and limit motion at the bone
graft site, aswell as allow immediate restorationof disk height [2].Conventional cages
using metallic or PEEK had been known to give good results especially for fusion
rate (>90%) and improved clinical outcomes [3, 4]. However, many studies reported
postoperative complications associatedwith conventional cages, e.g. stress shielding,
device-related osteopenia (reduction in protein and mineral content of bone tissue),
and subsidence [5, 6].Mechanical strength superiority ofmetallic cageswas arguably
ineffective when considering the failure to transport loads to stimulate bone tissue
growth [5, 7].

The application of PLA, a biodegradable polymer has emerged in a wide range of
fields, including biomedical engineering [8]. The increasing demand for biodegrad-
able features for fusion spinal cages had driven many researchers to develop ways to
optimize the mechanical properties of this material, including by combining it with
other material such as chitosan [9]. Another critical aspect that needed to be attended
was that the degradation of PLA should be timed with the increase of mechanical
stability resulting from bone growth [10, 11]. Despite all these developments, alter-
native designs and fabrication method were also introduced to address the intrinsic
drawbacks of bioresorbable materials. Previous studies had been done on the porous
PCL/HAfusion cagedesignoptimization and fabricationusing laser sinteringmethod
[12]. Another study by C. Lin et.al had reported the using of FEA for analyzing an
optimized cage design implanted in a homogenous material properties of spinal bone
[13]. Obviously, only until recently, the designing and fabrication of polymer cage
using CT-based FEM and 3DP method had not been conducted yet.

In this study, conventional designs such as bullet-shaped tip cages were used for
the biodegradable cages. However, mere exchange of permanent based material may
not provide sufficient strength for lumbar fusion. The primary advantage of PLA
being able to degrade may not be fully optimized. A finite element analysis (FEA)
was done using conventional cage design to provide insights on the optimization
of new cage designs. In addition, porous structure was able to be introduced in the
design using the 3DP method. Porous structure should help the stimulation of bone
graft, without compromising the cage stiffness itself.

Thus, the goals of our study are to understand the stress density of implanted
biodegradable spinal cage using FEA and to develop s well as fabricate an optimal
porous design of spinal cage using 3DPbased on the strain energy density distribution
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of solid cage model with biodegradable material, PLA. Finally, to understand the
effect of different designs on the mechanical properties of the specimen and evaluate
the experimental result with the simulation.

2 Methods and Materials

2.1 Porous Structure Design and Material

In this study, a spinal cage based on the geometry of TELAMONPEEK™ is used and
designed using SOLIDWORKS™.This cage has a bullet-shaped tip,modelled to one
lateral region to provide easier insertion during surgical procedure. Sharp teeth–like
design on the surface of TELAMON cage was omitted to neglect stress yielding at
this region. It could be added later during pre-clinical application to provide primary
stability and to prevent possible cage migration. The characteristic of top surface and
side surfacewere defined asClose orOpen top, and Solid or Porous side, respectively.
Two different unidirectional pore diameter was introduced in this study to understand
the subsidence effect at the endplate interface of spinal bone. As shown in Fig. 1,
a total of six different designs were created, i.e., CLOSE SOLID, CLOSE 2 mm,
CLOSE 1 mm, OPEN SOLID, OPEN 2 mm, and OPEN 1 mm. These pore sizes are
the optimum for cell attachment and the capability of the printer [14].

Fig. 1 Six different designs of spinal cage including the base model of CLOSE SOLID and
optimized design of CLOSE 2 mm, CLOSE 1 mm, OPEN SOLID, OPEN 2 mm, and OPEN
1 mm
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2.2 Experimental Setup

The main material used in this study was a biodegradable thermoplastic polymer,
polylactic acid (PLA) filament (Kenbill Co.) with diameter 1.75 mm and natural
colored. The melting temperature is around 190–220 °C with density 1.288 g/cm3.
A commercial 3D printer developed based on the FDM technique (Scoovo C170-
S, Open Cube Inc.) was used to fabricate spinal cage specimens. The strut layer
orientation was set to be perpendicular to the loading, in order to obtain the highest
strength [15].

The dimension of finished prototype of the spinal cagewasmeasured usingVernier
calliper and any irregularity or defect such as missing or shifting layers, warping,
stringing etc. are checked. Then, specimenswere cleaned and brought to the compres-
sion test. In order to validate the mechanical strength of all 6 spinal cage designs,
compression tests ASTM F2267 were conducted on fabricated fusion cages [16].
Compression tests of the specimens were carried out using a Compact Table-Top
Universal/Tensile Tester machine Shimadzu EZ-L (Shimadzu Co.) equipped with a
5 kN load cell at a constant crosshead speed of 1 mm min−1. Tests were performed
in the direction perpendicular to the printing plane of the cages. The equivalent
compressive modulus and the compressive strength were evaluated as the slope of
the initial linear region, and the maximum value of stress in the stress–strain curve,
respectively.

All tested specimens were selected and fracture morphology were observed using
FE-SEMHitachi S-4100 (Hitachi Co.) to investigate the microcrack phenomenon of
each ruptured surface of spinal cage design.

2.3 Computed Tomography Based Finite Element Analysis
(CT/FEA)

In order to further validate the load-supporting capacities of the designed cages,
two types of FEA were conducted. The first CT/FEA was done using the CT scan
images taken from a healthy 29-year old Japanese male (78 kg weight and 176 cm
height) with a written informed consent permission received prior to the research.
The FE model of L4 and L5 vertebrae was built using the CT images via the bone
modelling function in the MECHANICAL FINDER™ software (Research Center
of Computational Mechanics Co. Ltd. Japan). The anatomical structure of L4–L5
was obtained by utilizing the functions in the software and by extracting the region
of interests (ROI) based on the extracted bone edges. L4 and L5 vertebral bones
were defined as cancellous bone core encased by a 0.4 mm thick cortical bone. Next,
L4–L5 which consist of the cancellous bone, intervertebral discs, and facet joint
cartilage, were configured as solid tetrahedral elements of 1.0 mm in size; while the
cortical bone was modelled with 1.0 mm linear shell triangular elements. The model
contained approximately 1,286,000 solid elements and 91,000 shell elements [17].
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Table 1 Material properties
of bone

Young’s modulus E(MPa) Bone density ρ(g/cm3)

E = 0.01 ρ = 0.0

E = 33, 900ρ2.20 0.0 < ρ ≤ 0.27

E = 5, 307ρ + 46 9 0.27 < ρ < 0.6

E = 10, 200ρ2.01 0.6 ≤ ρ

Yield stress σ(MPa) Bone density ρ(g/cm3)

α = 1.0 × 1020 ρ ≤ 0.2

α = 137ρ1.88 0.2 < ρ ≤ 0.317

α = 114ρ1.72 0.317 ≤ ρ

Poisson’s ratio Bone density ρ(g/cm3)

0.40 0.0 ≤ ρ

Themechanical properties of the bonemodelwere calculated using theHounsfield
Unit (HU) values, where the bone density of each tetrahedral element was defined
as the average number of HU units inside each of the corresponded elements. The
HU values ranged in between 192 and 414 [18]. Utilizing the relationship reported
by Keyak [19], the value of Young’s modulus, yield stress, and Poisson’s ratio were
obtained for the heterogeneous bone model as shown in Table 1. Poisson’s ratio for
the facet joints and intervertebral discs were defined as 0.45 and 0.2 respectively,
while the Young’s modulus were set at 8.4 MPa and 11 MPa for the facet joint and
discs, correspondingly [20]. Figure 2 showed the solid and meshed model of the
simulated L4–L5 vertebral bone attached with posterior instrumentation (PI).

The compression loads were 1000 N, flexion 900 N m, extension −1900 N m,
lateral bending 4400 Nm, and axial rotation 2900 Nm, which are generally accepted
as human lower back with moderate activity [21]. The loading and boundary condi-
tion of the model is shown in Fig. 3. This FEA was conducted to investigate how

Fig. 2 Simulated L4–L5 bone
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Fig. 3 Loading and
boundary condition of FE
model

the stress levels changed at the cage’s body and inside the vertebral bone following
PLIF surgery procedure.

Another FEA analysis was conducted using image-based FE method, where
the cage designs were imported to Mechanical Finder software as single implant.
Compression of 5000 N was loaded on to the superior surface of the fusion cage.
The inferior surface of cage model was constrained at every direction. The loading
and boundary condition of the model is shown in Fig. 4. To validate the experimental
value of compressive modulus, the compressive modulus of this FE models were
calculated and compared.

Fig. 4 Loading and
boundary conditions of FEA
using cage model
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3 Results and Discussion

3.1 Porosity

The porosity of optimal design fusion cages was calculated in relative to the CLOSE
SOLID cage, whichwas defined as solid bulk of 0%porosity. The theoretical porosity
of volume percentage, Volporosity,th,was calculated for each specimen using the initial
deposition geometries based on a unit cube, assuming that the strut diameter and
spacing between layers were equal (i.e., no overlap caused by the merging between
struts from one layer to another).

Volporosi t y, th =
(
1 − Va

Va,bulk

)
× 100% (1)

where Va is the apparent volume (mm3) obtained using CAD software for each cage,
Va,bulk is the apparent volume of a CLOSE SOLID bulk spinal cage (mm3). The
experimental porosity, Volporosity,exp, was also evaluated by;

Volporosi t y,exp =
(
1 − ρexp

ρexp, bulk

)
× 100% (2)

ρexp = wexp

Vt

(
gmm−3

)
(3)

ρexp,bulk = wexp,bulk

Vt,bulk

(
gmm−3

)
(4)

Vt = πd2L f il

4
(5)

Vt,bulk = πd2L f il,bulk

4
(6)

where ρexp, wexp, ρexp,bulk, andwexp, bulk are the experimental density andweight of
each spinal cagemodel, and the density and theweight of bulk specimen, respectively.
AndVt , Vt,bulk, d, L f il , and L f il,bulk refer to the true volumeof spinal cagemodel and
bulk model, filament dmeter, length of filament consumed during printing process
of spinal cage model and bulk model, respectively.

As shown in Fig. 5, it was obvious that every spinal cage designs had higher
porosity in relative to the bulk CLOSE SOLID cage design. Theoretically, the highest
porosity was exhibited by OPEN 2 mm model of 15.8%, which had the open mid-
surface with through hole and pores with diameter of 2 mm. The lowest theoretical
relative porosity was shown by CLOSE 1 mm design with only 5.4%. Obviously,
2 mm porous structures had lesser volume than 1 mm porous structures and increase
approximately 8% of SOLID porosity, thus making it as the most porous structure.
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Fig. 5 Porosity of each spinal cage design in relative to bulk CLOSE SOLID model

In spite of this matter, the porosity of fabricated spinal cage of OPEN 2 mm was
much lower compared to the theoretical. Experimentally, similar pattern could be
seen where CLOSE 1 mm design had the lowest porosity of 1.8%. Unlike theoretical
value of which the increase was more than double, OPEN 2 mm design provided
1.2% increase in porosity compared to OPEN SOLID design.

The inconsistency between theoretical and experimental relative porosity might
be affected by the fabrication nature of 3DP machine, where each layers of strut
will be compressed by the next upper layer and tend to bulge outwardly. Thus, more
filaments were required and products of lower porosity were created.

In general, the fabricated spinal cages sustained a good dimensional accuracy and
high porosity which is important to conduct fluid flow inside bone graft site. The
permeability of spinal cage was directly dependent on its porosity and accuracy of
interconnected porous geometry [15, 22].

3.2 Stress–Strain Curve

The stress–strain curves for each optimal cage design including the bulk CLOSE
SOLIDcagewere obtained from themechanical compression test. The cross sectional
was assumed constant during deformation and the stress was calculated using the
original cross section of each fusion cage design. As shown in Fig. 6, the SOLID
structures with no porous associated reported significantly higher stiffness than the
other two groups, i.e. 2 mm and 1 mm, respectively. It is apparent from this figure
that the OPEN spinal cage structures design exhibited higher modulus compared to
the CLOSE design group.

To assess the compressive modulus of fusion cages, experimental compressive
modulus was obtained using the slope of linear region of stress–strain curves in
Fig. 6. The experimental modulus and theoretical compressive modulus obtained
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Fig. 6 Stress –strain curve of optimal cage design

using FEA can be compared in Fig. 7. Experimental modulus of CLOSE cage design
groups were 399 MPa, 341.4 MPa and 377.5 MPa, for SOLID, 2 mm, and 1 mm,
respectively. Experimental modulus of OPEN group of SOLID, 2 mm, and 1 mm,
were 951.3MPa, 868.1MPa, and 693.4MPa, respectively. The value ofOPENdesign
group was approximately three times higher than CLOSE group.

Fig. 7 Compressive modulus of experimental and theoretical fusion cage design
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From the simulation result, modulus obtained were on average lower than experi-
mental. Themodulus forCLOSEgroup of SOLID, 2mm, and 1mm,were 256.1MPa,
237.7MPa, and 252.9MPa, respectively. Similar to experimental pattern, theoretical
modulus value of OPEN group cages was higher with approximately two times the
value of CLOSE group cages. Overall, these results indicate that the OPEN group
cage design provided a higher compressive modulus for both experimentally and
theoretically. The compressive modulus showed by these fusion cages were much
higher than average superoinferior vertebral bone compressive modulus, which was
164.7 MPa [23]. In spite of the difference between the predicted modulus and the
experimental value, FEA could be used qualitatively to evaluate experimental value
[24].

3.3 Morphology

Microscopic observation was conducted to investigate the crack phenomenon which
occurred due to the compression test. SEM images of the side surfaces of each cage
design followed by rupture by mechanical compression test can be seen in Figs. 8. In
Fig. 8 with 300 times magnification, deviation of layers at side apex of tested cages
were observed on every design construct. The deviations were obviously initiated
from the bulge design at top surface of fusion cages. A dim divergence line could be
seen along the deviation going towards the edge of porous region. No other cracks
were found along the side of specimens. Some adjacent layers were observed to be
isolated at CLOSE 2 mm image.

Additionally, microcracks measuring approximately 10 to 50μm in length, could
be seen to occurr along the deviation route, initiated from the top and proceeded
towards porous regions edge. Themicrocrackswere generated at the vertical direction
of each strut layer. A possible explanation for these results may be the bending defor-
mation of layers, assuming that opening fracture mode (Mode 1) as the crack prop-
agation was perpendicular to the loading direction. Additionally, it can be assumed
that the PLA layers failed under a small-scale yielding. The study by Patterson [25]
managed to clarify the failure using the colour changing behaviour of red PLA during
plastic deformation. However, due to usage of natural coloured filament in this study,
similar images were not possible.

3.4 FEA: Cage-Endplate Interface Stress

Figure 9 represented the maximal Drucker–Prager (DP) stress values distribution
of each ROI of L4 and L5. From Fig. 9a, sudden DP stress spikes were observed
for CLOSE 1 mm, OPEN SOLID, and OPEN 1 mm cage designs, at cage-endplate
interface. However, rest of the designs group showed similar profile of low DP stress
through superior L4 to inferior L5. Looking at flexion motion, excluding CLOSE
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Fig. 8 SEM images at 300 times magnification of tested cages

SOLID design, other cage designs exhibited high DP stress of approximately 8 MPa
at L4 superior and the stress decreased gradually towards cage insertion site. Similar
patternwas observed for extension, lateral bending, and axial rotation, where CLOSE
2mm, CLOSE 1mm, OPEN SOLID, OPEN 2mm, and OPEN 1mm, were observed
to have high DP stress around the first to third ROI of L4. What is interesting in this
data is that the DP stress for CLOSE SOLID cage design remained low through each
ROI. That uniform pattern can be seen for flexion, extension, lateral bending, and
axial rotation. Slight spikes at cage-endplate interface were exhibited under flexion
and extension loading for CLOSE 1 mm, OPEN SOLID, OPEN 2 mm, and OPEN
1 mm cage designs.
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Fig. 9 MaximalDrucker–Prager stress distribution of a compression 1000N,bflexion, c extension,
d lateral bending, and e axial rotation

3.5 Cage Body Stress

VonMises (VM) stress distribution of cage bodies for every design were observed to
get insights on the load transfer mechanism between vertebral endplate and fusion
cage bodies. It is also important to compare the load transfer ability of the optimal
cage design and the effect of different cage designs. FromFig. 10, under compression,
CLOSE 2 mm and OPEN 2 mm showed lower VM stress in relative to other cage
designs, which were at 4.9 MPa and 7.1 MPa, respectively. Other designs ranged in
between 174 to 231 MPa, which is more than 33 times higher. This result suggested
that loadwas transferred in harmony between cage bodies for porous 2mmstructures.
This could be a strong evidence to employ porous structures into fusion cage design.
OPEN 2 mm cage design was observed to have lowest VM stress under flexion,
extension, lateral bending, and axial rotation. On the other hand, CLOSE 2 mm
had the highest stress value under flexion, extension, and lateral bending loading
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Fig. 10 Maximal Von-Mises stress at cage body

condition.Other cagedesigngroups exhibited similar stress profilewith no significant
difference.

4 Conclusions

This study presents an optimization of spinal cage design with the help of FEA tool.
The optimal designs were tested mechanically and evaluated using FEA. Further
investigations on the mechanism of optimal cage design following application in
spinal bone were also conducted. The experimental results suggested that porous
geometry of 2 mm had the highest relative porosity, thus allowing better nutri-
ents transport which was essential for bone growth. The compressive modulus of
OPEN cage design group exhibited higher value, while no significant difference was
observed between SOLID, 2 mm, and 1 mm cage structures of the same group.

Microscopic observation showed that layers deviation occurred at cage side and
became the propagation site formicrocrack at strut layers. Isolation of adjacent layers
suggested was also observed, although no open crack was found. Finally, FEM stress
profiles indicated that subsidencemight have occur forCLOSE1mm,OPENSOLID,
andOPEN 1mm cage designs, at the cage-endplate interface, due to the sudden spike
at endplate region. At cage bodies, CLOSE 2 mm, and OPEN 2 mm showed lower
VM stress in relative to other cage designs.

Based on experimental and computational verification, optimally designed PLA
spinal cages have sufficient mechanical properties to support lumbar interbody loads.
This, combined with a dynamic porous structure, may make it viable to control the
degradation rate. However, preclinical testing of this hypothesis will be required.
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Node-Based Soft Object Deformation
Using Stress Estimation Method

Mohd Nadzeri Omar and Yongmin Zhong

Abstract Modeling of soft object deformation was dominated by the Mass Spring
Method (MSM) and the Finite Element Method (FEM). Both methods require the
discretization of a soft object into interconnected elements. The element-based defor-
mation, however, has severalweaknesses, such as it requires high computational costs
to mesh the object, difficulty in handling topological changes, and complex math-
ematical calculations to describe the interconnected elements. This paper presents
an initial investigation to address such deficiencies through a node-based approach
associated with a stress estimation method. When a soft object is subjected to a load,
the induced stresses at each node can be estimated using the Boussinesq equation.
The estimated induced stress is then converted intomovements based on the principle
of energy conservation. The simulation model was developed in the MATLAB soft-
ware. Simple deformation can be simulated with a high similarity to the FEMmodel
generated byABAQUS software. In terms of time performance, the proposedmethod
clocked a slightly higher computational time with a difference of 1.0 s compared to
the FEM model. Nevertheless, the findings show a promising performance of the
proposed method.

Keywords Node-based deformation · Soft object deformation · Stress estimation
method · Boussinesq method · Superposition

1 Introduction

In simulating soft object deformation, researchers need to choose between a few
factors, accuracy, real-time interaction and computational costs. Accuracy is associ-
ated with high computational costs. A lot of resources are needed not only to solve
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complex mathematical formulations, but also to speed up calculations for real-time
interaction. On the other hand, for real-time interactions withminimal computational
costs, most of the time, assumptions were made to tackle the issue in a very simple
way. As a result, the level of accuracy is lower.

Most of the methods used to simulate soft object deformation include the Finite
Element Method (FEM) and the Mass Spring Method (MSM). The FEM model
is based on continuum mechanics, where a soft object is partitioned into several
elements related to each other. The behavior of the elements is governed by certain
complex mathematical formulations which are derived from the properties of the
material. This method, FEM, is known for its ability to simulate high-precision soft
object deformation, thus commonly used in surgical simulators to simulate soft tissue
deformation.

General properties of soft tissue, such as nonlinearity, anisotropic and viscoelastic,
could be implemented in the FEM model with tiresome mathematical formulations.
For the second method, MSM, a soft object is discretized into several mass points
that are connected to the springs. MSM is preferred in terms of computational cost
and real-time interaction due to its simplicity. Unfortunately, it has limited accuracy
[1].

Both FEM andMSM rely heavily on the discretization of the soft object. Usually,
element-based discretization is used where a soft object is discretized into a number
of nodes that are linked to a specific type of element, such as the hexahedral and
tetrahedral elements. In the case of a surgical simulation, where a simulated model
is highly irregular, a huge effort is needed in the discretization process to produce a
model of good quality and sometimes an experienced analyst is required to complete
the job [2]. In addition, provided that a good quality discretized model is available, a
further problem with element-based discretization is that it tends to become unstable
and erroneous during distortion of large deformations and boundary changes that
may occur when simulating neurosurgical procedures such as cutting and tissue
removal [3]. Fixing the problems requires sophisticated re-meshing technologies
and consumes valuable human time [4].

One of the solutions for simulating soft object deformation with high accuracy
and in real time is the use of a numerical method that does not require such a strict
element-based discretization. There are several studies that have already ventured
into this kind of solution, which has been referred to as a meshless method. For
example, Horton et al. [2] improvised the earlier work of Miller et al. [5] using the
meshless approach in the Total Lagrangian Explicit Dynamics Method (TLED) to
model brain deformation.

Themeshless approach is applied in the sense that the deformation is calculated on
nodes that are not part of the discretization element. Moreover, using the same TLED
concept, Jin et al. [3] apply a meshless approach to simulate the soft tissue cutting
process. It was to observe the reliability of themeshless method used to overcome the
issue of topological changes. The study found that the meshless method is capable
of performing better but only accessible for a two-dimensional model. The meshless
approach suggests a new modeling approach that does not require the establishment
of a relationship between nodes.
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This paper proposes an alternative modeling approach that is not based on an
elementary connection. Nodes can be placed almost arbitrarily within an object,
not bounded to any elementary structure. When the object is subjected to a load, the
stress is induced, leading to deformation. The proposedmethod estimates the induced
stress based on the location of the nodes and converts the stress to displacement using
energy conservation. Displacement of the nodes resulting in an object deformation.

2 Methodology

2.1 The Boussinesq Method

The load applied to the soft object surface creates stress within the mass of the
soft object. For a linear and isotropic object, stress can be estimated at any location
within the object. Kelvin, Boussinesq, and Cerruti methods are some of the methods
commonly used to estimate stress in a soft object. These methods are widely used
for soil mechanics [6]. The Kelvin method calculates stress in the event that a point
inside a soft object is subjected to a normal load. The Mindlin method can also be
used when tangential is considered [6]. On the other hand, loading on the surface or
outside of a soft object is more practical for most of the time. In this case, stress can
be estimated using methods such as Boussinesq and Cerruti [7]. The only difference
between these two methods is that the Boussinesq method provides a solution for
normal loading while the Cerruti method provides a solution for tangential loading.
In this study, we will focus on the Boussinesq method, since only normal loading is
considered.

The solution for the Boussinesq method is obtained by satisfying the Navier’s
elasticity equation, which is given as

μ∇2ui + (λ + G)
∂ev

∂xi
+ Fi = 0 (1)

where the pair of constant λ and μ are called Lame’s constants. The term G is
referred to as the shear modulus. The terms ui and Fi are the displacement and
body force component respectively. The remaining ev is the bulk strain and xi is
the Cartesian coordinates. The operation ∇2 is the Laplace’s operator.

According to Saada [8], using the Boussinesq method, stress at any point within
a soft object subject to normal load can be determined using the following equations

σr = P
2π

(
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[
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− z
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2 − 3r2z

(
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Fig. 1 Setup of the model
and coordinate system used
to define the Boussinesq
method. a Point loading and
b Uniform pressure loading

σz = − 3P
2π

z3
(
r2 + z2

)− 5
2 (4)

τr z = − 3P
2π

r z2
(
r2 + z2

)− 5
2 (5)

where (z, r, t) is the coordinate of the Interest Point (IP) in the cylindrical coordinate
system ZRT, σ and τ are the normal and shear stresses respectively and v is the
Poisson’s ratio. Illustration of the coordinate system is presented in Fig. 1a.

2.2 Superposition

The Boussinesq method only provides a point loading solution. In real practice, such
a solution is not applicable since all the load applied will be confined to a specific
point of contact. Realistically, the load must be applied to an area. In this paper,
a soft object is considered to be subject to a uniform normal pressure acting on a
circular surface (see Fig. 1b). The stress at any point inside the object can therefore
be calculated by applying a superposition approach to the Boussinesq method.

According to McGinnes [9], in order to apply a superposition approach, it is
necessary to consider two conditions which are distinguishable on the basis of the
location of the point of interest (IP). The conditions are as shown in Fig. 2.

The solution for the case of uniform pressure acting over a circular area of radius α

is obtained by replacing the concentrated load P by ρ r drdθ where ρ is the uniform
pressure and r drdθ is the differential contact area. It is desired to obtain the stress
components along axes Z , R, and T , that are σR , σT , σZ and the shear stress τRZ .
The stress components along the axes can be obtained from the following equations.

σR = σr cos2 θ + σt sin2 θ (6)

σT = σr sin2 θ + σt cos2 θ (7)

σZ = σz (8)
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Fig. 2 a Illustration of Case 1 where the interest point IP is located within the circular loaded area.
b Illustration of Case 2 where the interest point IP is located outside the circular loaded area

τRZ = τr z cos θ (9)

Adding the Boussinesq solutions into Eq. (6)–(9), the solutions of the superposi-
tion in integral forms are given as the following

σR
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) 5
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In case 1, the interest point IP is located at a distance βα (where α is the radius
of the circular region) from the boundary of the circle and a distance γ a below the
surface. Referring to Fig. 2a, the distance U can be calculated using
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U = α

[
(1 − β) +

√
(1 + β)2 + β(2 − β)

cos2 θ

]
cos θ (14)

meanwhile, the distance L can be determined using

L = −α

[
(1 − β) −

√
(1 + β)2 + β(2 − β)

cos2 θ

]
cos θ (15)

where in both distances, only the positive root of the square root is used.
The integrals in Eq. (10)–(13), must be evaluated for two sets of limits and

summed, namely between U and zero, and between L and zero. Then, the limits
of θ are between π

2 and zero. The solutions for both U and L distance limits over
the [0, π

2 ] angle, are then multiplied by two for the entire circular region.
In case 2, the interest point IP is located at a distance μα from the boundary

of the circle and a distance γα below the surface. The limits, upper and lower, of
the bracketed terms in Eq. (10)–(13), can be represented by Eq. (16) and Eq. (17)

respectively while the limits of θ are between arc tan
√

1
μ(μ+2) and zero. Again,

superposition for the entire circular area can be found by multiplied the solutions by
two.

u = α

[
(1 + μ) +

√
(1 + μ)2 − μ(μ + 2)

cos2 θ

]
cos θ (16)

l = α

[
(1 + μ) −

√
(1 + μ)2 + μ(μ + 2)

cos2 θ

]
cos θ (17)

The final form of the superposition solutions for both cases are given in the
Appendix.

2.3 Model Dynamics

Stress that occurs at a point as a result of the load being distributed generates potential
energy at that point. In order to balance the total energy, the potential energy must
be transformed into another form of energy. Supposing that the problem is adiabatic,
total energy can simply be balanced by converting potential energy into kinetic
energy. Kinetic energy gives the point some movements that can be measured in
terms of displacements or strains.

The potential energy at a point can be measured in the form of the energy density
of the strain. The energy density of the strain is a measure of the energy of the strain
stored in a small volume element in the material. Assuming that the volume is unity,
according to Hooke’s law, the total energy density of the strain SE at point i can be
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calculated using stress components as

SEi = 1

2E

(
σ 2
r + σ 2

θ + σ 2
z

) − v

E
(σrσθ + σθσz + σzσr )

+ 1

2G

(
τ 2
rθ + τ 2

θ z + τ 2
r z

)
(18)

where E and G are the elastic and shear modulus respectively.
The force on node i can be determined from derivative of the strain energy at the

point position x, in any desired direction as given in Eq. (19).

Fi = −∂SE

∂xi
(19)

The proposed method can then be proceeded dynamically using the explicit
forwarding scheme of the first order. At each time step �t , the new position of
the node i can be determined using

xt+�t
i ← xti + �t

(
vti + �t

Ft
i

mi

)
(20)

where xt+�t
i and xti are the positions of node i at time t + �t and t , respectively; vti

is the velocity of node i at time t , Ft
i is the force acting on the node i at time t , and

mi is the mass of node i .
The new velocity vt+�t

i of node i at time t + �t is calculated by

vt+�t
i ← xt+�t

i − xti
�t

(21)

3 Results and Discussion

3.1 Stress Distribution

A cylindrical model representing a soft object is designed with a radius and a height
of 0.08 m and 0.2 m respectively. The cylinder is subjected to a uniform compression
pressure of 10 kPa in the normal direction on a circular area with a radius of 0.01 m
at the top of the cylinder. The location of the applied pressure is at the center of the
cylinder, which is also the location of the origin (see Fig. 1b). In terms of material
properties, the elastic modulus and the Poisson ratio of the cylinder are respectively
50 GPa and 0.3.

First, an analysis was carried out to compare the distribution of stress within a
soft object between the proposed method and the FEMmodel. The proposed method
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Fig. 3 a The setup of the
FEM simulation model.
b The FEM model during
deformation

has been developed in MATLAB software while the FEMmodel has been generated
using ABAQUS software. The setup of the FEM model is shown in Fig. 3a where
the axisymmetric cylinder was used and the nodes were meshed at 0.002 m apart.
The resulting stress distributions for the proposed model are shown in Fig. 4 while
the FEM model is in Fig. 5.

Based on Figs. 4 and 5, the stress distribution for both models is similar for all
the stress components. The similarity indicates the applicability of the Boussinesq
method and the superposition approach. Besides, as indicated by Omar et al. [12], for
the uniaxial compression test, the dominant component is the vertical stress which is
parallel to the compression direction. The fact is true for both models (see Figs. 4c
and 5c).

3.2 Simulation Model

The same cylindrical model as shown in Fig. 1b is used with the material properties
in terms of the elastic modulus and the Poisson ratio is 30 GPa and 0.3 respec-
tively. Nodes are placed arbitrarily (0.002 m between nodes) along the volume of the
cylinder. The model is subjected to a uniform compression pressure of 10 kPa and
the image of the model during deformation is shown in Fig. 6. The result shows that
significant deformation occurs around the loading area. Nodes located in the center
of the contact region are the most displaced.

Furthermore, a comparison was also made by plotting the resulting vertical
displacement of the point of origin under different compression pressures. Both
the proposed and FEM models are 20 kPa and 0.4 for the elastic modulus and the
Poisson ratio respectively. It can be seen in the Fig. 7 that the results plotted for both
models have similar behavior where the displacement is proportional to the pressure.
Plus, it is noted that both findings are consistent at lower pressures, but vary during
higher pressures. At a point where the normal pressure is equal to 60 kPa, the relative
difference between the two results is approximately 10%.
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Fig. 4 Stress distribution for the proposed method. a Analytical result of horizontal stress (σR)
distribution. b Analytical result of horizontal stress (σT) distribution. c Analytical result of vertical
stress (σz) distribution. d Analytical result of shear stress (τrz) distribution

3.3 Computational Efficiency

A further analysis was conducted to assess the computational efficiency of the
system. It was measured in terms of computational time which the time is recorded
using an embedded timer. Computational time is recorded for both the proposed
model (measured in MATLAB) and the FEM model (measured in ABAQUS). Both
measurements were run on a Windows 10 desktop with Intel Core i7 processor,
16 GB RAM and NVDIA GT710 2 GB graphics memory. It should be noted here
that the comparison usedmay not be accurate since it has been carried out on different
platforms. However, the recorded time can still be used to observe the overall perfor-
mance of the system. The time recorded measures the time taken to complete the
numerical parts only. As shown in Table 1, it can be seen that the proposed method
was slightly higher than the FEM model. The difference is about 1.0 s.
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Fig. 5 Stress distribution of the FEM model generated using ABAQUS software. a FEM result of
horizontal stress (σR) distribution. b FEM result of horizontal stress (σT ) distribution. c FEM result
of vertical stress (σz) distribution. d FEM result of shear stress (τr z) distribution

Fig. 6 Image of the proposed cylindrical model during deformation

4 Conclusion

A new approach to modeling soft object deformation was proposed and analyzed in
this paper. The approach is developed with regard to linear elastic theory. By using
the Boussinesq method and the superposition approach, stress can be determined at
any point in a soft object under uniform compression pressure. The estimated stress
is then used to define the deformation and dynamics of the soft object model.

Moreover, the comparisonsmadewith the FEMmodel show a promising behavior
of the proposed method. The proposed method is capable of producing similar stress
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Fig. 7 The resulting vertical displacement of the point of origin when subjected to different
compression pressures for the analytical (proposed) and FEM models

Table 1 Computational time
for the FEM and proposed
model

Model Computational time (s)

FEM Model 1.94

Proposed Model 3.13

distributions and deformation behavior. Although the computational time of the
proposed method is higher than that of the FEM, it was expected since the proposed
method was compared to a commercial software that had been installed for certain
optimizations. On top of that, the FEM model was an axisymmetric model that
simplifies the calculation. However, future work can be done to improve the calcu-
lation structures, in particular the integration of the components in the superposition
method.

Calculation of stress and subsequent deformation took place independently on
the individual node. Node arrangement is not critical, but higher accuracy may be
recorded if more nodes are located near the contact region. Although the proposed
method is capable of simulating deformation, only uniaxial loading is considered.
Further analysis should be carried out in order to observe the behavior of the model
under different loading conditions.

Future work can be done using different stress estimation methods. The Boussi-
nesq method is a classical approach, limited to linear and isotropic materials. There
are a number of current studies that extend the Boussinesq method to nonlinear and
anisotropic materials, for example, the studies conducted by Prioul et al. [10] and
Tekinsoy et al. [11]. These studies can be used to improve the application of the
proposed method.
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Appendix

Calculation for Case 1 [9]
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Calculation for Case 2 [9]
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where
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Effect of Airway Stent on Stenosed
Trachea

Mohd Norhakem Hamid, Kahar Osman, Zuliazura Mohd Salleh,
Rima Efriani Rusli, Mohamad Ikhwan Kori,
and Ahmad Zahran Md Khudzari

Abstract Tracheal stenosis is a windpipe obstruction that can cause breathing prob-
lems. Besides, complications from past surgery or external injuries are several other
common causes of tracheal stenosis. Besides, some other common causes of tracheal
stenosis are complications from previous surgery or external injuries. Computational
fluid dynamics (CFD) technique is allowed to understanding to flow characteristic
inside stenosed trachea. This study uses patient computed tomography (CT) images
to investigate the relationship of pressure distribution and air flow rate in the tracheal
airway. In order based on CT-scans of a patient for all breathing condition. We
assessed flow patterns and pressure drops over tracheal stenosis artificially inserted
into a actual three-dimensional upper airway model. The actual airway model is
extremely irregular and the presence of stenosis adds to its geometrical complexity,
resulting in very complex flow patterns with flow separations. In this analysis, the
findings show air flow velocity and pressure with trachea stenosis and stenting.

Keywords Patient specific model · Computational fluid dynamics · Trachea stent

1 Introduction

An irregular narrowing of the trachea is tracheal stenosis. Tracheal stenosis is usually
caused by trachea injuries, often caused by intubation. External injuries, cancers,
bacterial infections and complications after surgery are other causes of tracheal
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stenosis [1]. Breathing difficulty or weakness due to obstruction is found in patients
affected by tracheal stenosis. As part of the treatment for stenosis, invasive surgical
repairs are performed. For less invasive treatment, stent implantation is implemented
and carried out in the stenosis area of the trachea.

Stent is a tubular mesh or graft used to extend the area of vessels stenosed trachea.
Airway stents come with either metallic or silicone stents [2]. The stent works as a
scaffold to preserve the trachea’s patency after dilation. Airway stent implantation
has shown good promise in terms of its efficacy. Previous clinical trials have shown
that, compared to surgical procedures, stent implantation increases tracheal air flow
withminor complications [3]. Tracheal stenosis stent implantation can be an effective
way of restoring and improving the flow of air to the lungs without further surgical
reconstruction.

Further understanding of the effects of stent implantation is required to enhance
patients’ breathing performance. Thus, in this study, the efficacy of stent implantation
in trachea airflow activity during exercise, normal and sleep breathing conditions is
investigated and analyzed. The characteristics of flowwithin the trachea and the effect
of stent implantation on the patient’s breathing severity are analyzed and compared.
This can be achieved by using computational fluid dynamics (CFD) analysis.

2 Methodology

2.1 Geometry Modeling

In this analysis, two human tracheamodels were used. The first model is based on the
real geometry of the human stenosis trachea. Thismodel was developed using images
of the female patient’s stenosis problem using CT scanner data. As shown in Fig. 1,
the model is then simplified and drawn using CAD software. The length of trachea

                                        (a)                                                          (b) 
Left Bronchus Right Bronchus 

Stent Implantation 
Trachea 

Primary Bronchi 

Stenosis 

Fig. 1 Three-dimensional model a stenosed trachea; b stented trachea
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Fig. 2 Trachea model after
meshing

is 10.7 cm; continue with 1.05 cm left bronchus and 0.7 cm right bronchus. The inlet
of trachea was 0.16 cm in diameter. The second model is stented trachea, which is
some modification from the first model in the stenosis area. Using the lofted method
in CAD software, the stenosis from the first model was removed and redrawn. After
all the models were done, the fluid region was filled with the ANSYS software inside
the trachea. The fluid area of the model of the trachea was then meshed, as shown in
Fig. 2.

2.2 Boundary Condition

Boundary conditions are another aspect besides the model geometry that needs to
be looked at when studying airflow. With the exception of very narrow airways deep
into the lung at rest, laminar flow does not occur in human lung airways. Even at
a low local Reynolds number, airflow from the larynx to the third generation is
transitional-to-turbulent.

Due to flow instabilities caused by the broad geometric transition at the carina
ridges, the turbulence canbe induced again at the central region,which can complicate
flow structures have shown that the turbulent affected the deposition of particles. For
modeling the air flow in a human trachea, the choice of boundary conditions is
important.

The condition of the outlet boundary was set at a constant pressure of zero [4].
This was achieved in order to use the difference in pressure between the inlet and
the outlet to measure the decrease in pressure, which is the driving force that moves
the air from the inlet to the outlet. The pressure was set to zero at the outlet.

Clearly, to identify the airway resistance from the inlet to the outlet, the average
pressure can be used. Based on daily physical activity, three different flow rates were
selected. Steady state flows denote sleep, natural, and exercises breathing in this
analysis, based on previous researchers, were used as the inlet boundary conditions.
All information was tabulated in Table 1 as a description of the boundary conditions
used in the fluid domain analysis.
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Table 1 Summary of boundary condition

Parameter Sleeping [5] Normal [6] Exercise [7]

Reynolds number, Re 1201
(15 l/min)

3012
(60 l/min)

4660
(100 l/min)

Inlet velocity, U (m/s) 1.2400 4.9736 8.2894

Air density, ρ (kg/m3) 1.19

Air viscosity, μ (kg/ms−1) 1.82 × 10–5

3 Results and Discussions

3.1 Flow Behaviors

The overall velocity streamline from Fig. 3 shows the differences between stenosis
and stented trachea in the flow behavior within the trachea from the inlet to the left
bronchus and right bronchus. The direction of flow from the inlet to the stenosis area
was usual for all breathing conditions in Fig. 3a. But the flows became non-uniform
velocity fields after the stenosis area, and so were not consistent with the normal
direction of flow. On the right side of the tracheal wall, the swirl-flow of air was
observed. This is because, due to the small size of the cross-sectional area, velocity
variations occur in the stenosis region. However, in Fig. 3b after stent implantation
in the stenosis region, for all breathing conditions, the air flow was in the normal
direction from the inlet to the carina before splitting in the bifurcation region. This
has shown that the stent is capable of preserving the air flow patency along the trachea
[8]. So, indirectly, the stent will enhance the patient’s breathing performance.

Exercise Normal Sleep Exercise Normal Sleep
(a) (b)

Fig. 3 All velocity streamline a stenosed trachea; b stented trachea
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3.2 Velocity Distributions

The significant velocity difference in the stenosis area can be seen from Figs. 4, 5
and 6. The distribution of velocity for all breathing conditions shows a similar trend
in stenosis and stented trachea. Figures 4a, 5a and Fig. 6a show that the velocity
in the area of stenosis has been increased. The maximum velocity magnitude for
exercise breathing condition was increased up to 50.1 m/s. For the normal breathing
condition, the maximum velocity magnitude of air was increased up to 30.11 m/s and
lastly for sleep breathing condition, the maximum velocity magnitude was increased
up to 7.69 m/s. This leads to an increased risk of breathing difficulties especially
during exercise. For all breathing conditions, when compared with stented trachea in

Fig. 4 Velocity distributions
for exercise condition
a stenosed trachea; b stented
trachea

Fig. 5 Velocity distributions
for normal condition
a stenosed trachea; b stented
trachea
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Fig. 6 Velocity distributions
for sleep condition
a stenosed trachea; b stented
trachea

Figs. 4b, 5b and 6b, the velocity can be reduced by almost 50% in the stenosis area.
The stent will also have a direct impact on the air velocity within the trachea.

In healthy trachea, as the size of the right lung is greater compared to the left lung,
the right bronchus requires more air supply from the trachea. Flow rate distributions
were thenmeasured and the caseswere compared together to see the effect of the stent
on the airway. The difference in the flow rate distribution for stenosis and stented
trachea is shown in Table 2. For all breathing conditions, especially for normal
conditions, the distribution of flow rate to the right bronchus was increased by stent
implantation, with 11.43% increases and 11.34% increases in exercise conditions.
However, the flow rate distribution to the right bronchus in sleep breathing condition,
does not differ significantly, only increases by 0.97%. This means that the airway
stent will play an important role in adjusting more to the right bronchus than to the
left bronchus in the direction of air flow. Next, this will enhance patient breathing
quality. The same findings were obtained by Shen Yu et al. for a normal trachea [9].

Table 2 The differences of flow rate distribution to right bronchus between stenosed trachea and
stented trachea

Breathing
condition

Main trachea
inlet flow rate
(m3/s)

Right
bronchus inlet
average flow
rate (m3/s)

Percentage
distribution to
right bronchus
(%)

Right
bronchus inlet
average flow
rate (m3/s)

Percentage
distribution to
right bronchus
(%)

Stenosed
trachea

Stented trachea Stenosed
trachea

Stented trachea

Exercise 0.001303 0.0005793 0.0007271 44.46 55.80

Normal 0.000782 0.0003536 0.0004430 45.22 56.65

Sleep 0.000195 0.0001118 0.0001137 57.34 58.31
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3.3 Pressure Distributions

Figures 7, 8 and 9 showa comparison of the pressure distribution between the stenosis
and stent trachea models. This study found that the pressure difference between
stenosis and stented trachea occurs only from the inlet to the stenosis area. The
highest pressure in the upper part of the main trachea was observed and the lowest
pressure in the stenosis area was observed for almost all stenosis trachea breathing
conditions. It occurs because the velocity in the area of stenosis has increased. So,
it will cause the patient some discomfort in the upper part of the main trachea when
breathing.

Table 3 shows that the pressure in the upper part of the main trachea of the stented
trachea was reduced compared to stenosed trachea for all breathing conditions. It
demonstrates that the trachea stent can play an important role in reducing stenosis

Fig. 7 Pressure distributions
for exercise condition
a stenosed trachea; b stented
trachea

Fig. 8 Pressure distributions
for normal condition
a stenosed trachea; b stented
trachea
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Fig. 9 Pressure distributions
for sleep condition
a stenosed trachea; b stented
trachea

Table 3 Maximum pressure at upper part of main trachea for all breathing conditions

Breathing condition Maximum pressure at upper part of main trachea (Pa)

Stenosed trachea Stented trachea

Exercise 336.3 181.8

Normal 157.2 99.86

Sleep 19.12 15.22

pain. However, there is no difference in pressure distribution between stenosis and
stented trachea in the lower part of the main trachea and primary bronchi.

4 Conclusion

In this paper, studies to understand the flow characteristic using CFD technique by
ANSYS software had the effect of trachea stent. Trachea stent can play an important
role from the findings in changing the flow behavior within the stenosis trachea. The
high pressure decrease in the upper part of the main trachea of the stenosis trachea
may also be caused by the trachea stent. Therefore, due to the good results obtained,
the airway stent can treat trachea stenosis.
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An Improved Momentum Rate
in Artificial Neural Networks
for Estimating Product Cycle Time
at Semi-automatic Production

Ahmad Afif Ahmarofi

Abstract Among all the prediction techniques, the Artificial Neural Networks
(ANN) shows excellent performance. The ANN technique has a momentum rate
to slow down the ANN learning process. However, the value of the momentum rate
has no restriction since it is commonly based on the experiment with different values
as presented in the previous studies. In this regard, the objective of this study is
to formulate a momentum rate to achieve a better prediction result. The proposed
momentum rate equation was tested on three ANN models. Subsequently, the 3-2-1
network emerged as the best network based on the smallest mean square error. To
evaluate the proposed momentum rate, a problem based on a real company situation
in producing audio products was considered. Cycle time of the new audio products at
its semi-automatic production linewas predicted based on several factors,whichwere
manpower shortage, material preparation time and machine breakdowns through the
3-2-1 network. As a result, the best cycle time to complete new audio products can be
estimated accurately. In conclusion, the proposed momentum rate can improve the
convergence of theANN learning process for a better prediction result. Consequently,
audio products delivery is smooth and fulfil customer’s demands.

Keywords Momentum rate · Artificial neural networks · Cycle time ·
Semi-automatic · Production

1 Introduction

Cycle time is defined as the length of time needed to process a product with specific
tasks at the production line [1, 2]. The uncertainty of cycle time could affect the
efficiency of production operation [3–5]. Hence, the cycle time of a specific task
must coordinate efficiently to ensure the smoothness of production operation.

The uncertain cycle time which resulted from related factors, namely, manpower
shortage, material preparation time, and machine breakdown becomes a big problem
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for the management [5] and more critical in a semi-automatic production [6, 7]. A
semiautomatic production is a product layout with a combination of an almost equal
percentage of manpower and machines to perform the production operations [8].
Due to its structure that is still manpower-dependent, predicting cycle time is an
essential issue in semi-automatic production. Moreover, the semi-automatic line is
the choice for many manufacturers in Malaysia and other developing countries due
to the high initial cost to set up a fully automatic line [9]. As such, predicting cycle
time is deemed crucial to be foreseen.

In previous studies, it is found that various techniques have been utilised to predict
cycle time of a production operation such as regression analysis [10, 11], decision tree
[12, 13] and artificial neural networks (ANN) [14, 15].Among these techniques,ANN
which is a brain metaphor model of historical data processing shows high accuracy
in prediction due to its ability to capture the relationship of various variables toward
output through multiple stages in the learning processes [9].

Moreover, the ANN technique has a momentum rate to slow down the ANN
learning process [16]. However, the momentum rate for the ANN learning process
was randomly determined in the previous studies such as in [15] and [17]. The
selection of a suitable parameter for the momentum rate has no restriction as it is
commonly based on the experiment with different values.

In this regard, this study is deemed essential to fill the gaps. Thus, the objective
of this study is to formulate a momentum rate for a better-predicted cycle time at a
semi-automatic production line. The methodology of the study, related results, and
the conclusion are presented in the following sections.

2 Research Methodology

To formulate the proposed momentum rate for ANN learning processes, a problem
based on a real company situation was considered. The company is a global business
manufacturer for audio products in the automotive sector for both the local and
international markets.

However, the company is facing an issue with an uncertain cycle time of the
new audio products at its semi-automatic production line based on several factors,
whichweremanpower shortage,material preparation time, andmachine breakdowns.
Therefore, secondary data on the number of manpower, material preparation time,
and machine breakdowns rate of existing audio products were collected from the
production department and considered as the input variables. On the other hand,
actual cycle time was recorded as the output variable to predict cycle time. Table 1
shows a list of secondary data.

In this study, a feed-forwardmultilayer perceptron (MLP)networkwas established
for the ANN learning process to predict cycle time based on the input variables.
Figure 1 illustrates the network of MLP to predict cycle time.

The MLP network is developed based on the number of input node-the number
of hidden node-the number of output node, i-j-k. In this study, three types of the
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Table 1 Secondary data for
estimating product cycle time
at a semi-automatic
production

Secondary data Unit

The number of manpower Person

Waiting time for material Hours

Machine breakdown rate 1 per piece

Cycle time of a specific task Seconds

Completion time of existing audio product Hours

Fig. 1 The network of
feed-forward multilayer
perceptron i

Input
layer

Hidden
layer

Output
layer

Input-hidden
neuron

Hidden-output
neuron

i

i

j

j

k

MLP network were established with the number of hidden nodes, j, varied from one
node until three nodes to find the best-so-far network in predicting cycle time. One
the other hand, the number of input node, i, and an output node, k, is constant as
there were only three input variables (manpower, material, and machine) and one
output variable (cycle), respectively. Therefore, three types of MLP networks were
established which are 3-1-1, 3-2-1, and 3-3-1 to predict the cycle time.

Subsequently, a backpropagation (BP) learning algorithm was developed as a
learning process for the three MLP networks to predict cycle time. The learning
process of a BP learning algorithm was generated by the initialization of connec-
tion weight, w. Then, summation function, sigmoid transfer function, square error
function, learning rate parameter, and momentum rate parameter were formulated to
adjust the connection weight as described in Fig. 2.

The connection weights for the ith input node to the jth hidden node, wij, and
the jth hidden node to the kth output node, wjk , were initialized with random values
since the determination of weight had no restriction in a learning process. Besides,
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Fig. 2 The flowchart of the
backpropagation learning
algorithm

Start formulating BP 
learning algorithm for 

learning process

Initialize weight

Formulate
summation function 

Formulate sigmoid 
transfer function

Formulate square 
error function

Formulate learning 
rate parameter

Formulate
momentum rate 

parameter

Is the square error gives the 
smallest value?

Allocate percentage 
of data for training 
and validation set

Deploy the network for 
predicting cycle time

Yes

No

A new approach in 
calculating momentum rate 

based on equalization 
learning speed technique to 

improve convergence

the value of learning rate, ε, was set randomly as long as the value is in the range of
0.1–1.0. In this study, the value of the learning rate was set randomly to 0.2.

To train andvalidate the learning process for theBPalgorithm, the related data, i.e.,
manpower, material, machine, and cycle are allocated separately for the training set
and validation set. By allocating a higher percentage for training in the ANN learning
process, the performance of the network in predicting cycle time is better. Thus,
80% of data were allocated for the training process while 20% were allocated for the
validation process. Finally, the smallest value of mean square error, Er , between the
value of network output and actual cycle time was selected for predicting cycle time.

The adjustment of connection weight is then adjusted by momentum rate. In this
stage, momentum rate is formulated for slowing down the speed of the learning
process. Furthermore, the selection of suitable value for the momentum parameter
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in the MLP network has no restriction as it is commonly based on experiments with
different values.

Moreover, the value of momentum is normally within the range of 0 ≤ |μ| < 1
[18]. Therefore, in this research, a new approach in determining momentum value is
proposed. The approach taken in calculating the momentum rate is motivated by the
equalization learning speeds concept [19] such that for a given neuron, the process
of learning should be inversely proportional to the square root of connections to the
neuron between the input node and hidden node. However, generally, this concept
is only suggested for a learning process. As such, a similar formulation suitable for
the momentum rate in the learning process is introduced in this research. Hence, the
convergence of the learning process in the MLP network is controllable.

The motivation of formulating this method for momentum rate is to observe its
potential with other methods from previous literature, thus fulfilling the objective
of this research. Hence, the formulation of a proposed equation for determining
momentum rate value for this research is formulated as follows.

μ = 1
√

fi j
(1)

where,

μ momentum rate.
f ij the number of neuron between the ith input node and jth hidden node.

On the other hand, the new increment of connection weight for oth iteration is
formulated as follows:

�wo = μ�w0−1 − (1 − μ)εdo (2)

where,

�wo the increment for a connection weight of oth iteration.
μ momentum rate.
�wo−1 the increment of previous connection weight of oth iteration.
ε learning rate.
do the gradient value of the oth iteration.

By substituting Eqs. (2) into (1), the equation for adjusting the increment of
connection weight is formulated as follows:

�wo =
(

1
√

fi j

)

�wo−1 −
(

1 −
(

1
√

fi j

))

εdo (3)

Subsequently, the increment of the connection weight until the network has a
minimum value of mean square error. Each type of developed 3-1-1, 3-2-1, and 3-3-1
MLP networks was experimented with using the developed BP learning algorithm.
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Subsequently, consequently, each of the developed 3-1-1, 3-2-1, and 3-3-1 MLP
networks have experimented with two experiments through BP learning algorithm.
The value for momentum rate, μ, was set to random for the first experiment for each
of theMLP network while the proposed formulated momentum rate based on Eq. (3)
was used for the second experiment. The results of this research are discussed in the
following section.

3 Results and Discussion

The value of final square error, Ero for the 3-1-1 network based on the random value
for momentum rate, μ, are presented in Table 2.

The value of final square error, Ero for the 3-2-1 network based on the random
value for momentum rate, μ, is presented in Table 3 as follows.

The value of final square error, Ero for the 3-3-1 network based on the random
value for momentum rate, μ, is presented in Table 4 as follows.

Table 2 The final square error, Ero of the 3-3-1 network with random momentum rate, μ

Connection weight Momentum rate Iteration Final square error

wij wjk μ o Ero

0.1 0.1 0.5 58 0.0164

0.3 0.3 60 0.0373

0.5 0.5 61 0.0671

0.7 0.7 59 0.0934

0.9 0.9 63 0.1898

1 1 67 0.0676

1.5 1.5 74 0.0786

Table 3 The final square error, Ero of the 3-2-1 network with random momentum rate, μ

Connection weight Momentum rate Iteration Final square error

wij wjk μ o Ero

0.1 0.1 0.5 65 0.0367

0.3 0.3 65 0.0354

0.5 0.5 66 0.0589

0.7 0.7 78 0.0743

0.9 0.9 56 0.0945

1 1 45 0.0234

1.5 1.5 78 0.0156
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Table 4 The final square error, Ero of the 3-3-1 network with random momentum rate, μ

Connection weight Momentum rate Iteration Final square error

wij wjk μ o Ero

0.1 0.1 0.5 49 0.0290

0.3 0.3 58 0.0458

0.5 0.5 66 0.0786

0.7 0.7 74 0.0456

0.9 0.9 50 0.0234

1 1 48 0.0453

1.5 1.5 84 0.0734

For the second experiment, the proposed formulated momentum rate,μ, based on
Eq. (3) for the 3-1-1 MLP network is calculated as follows.

μ = 1
√

fi j

= 1√
3

= 0.577

Hence, with the proposed formulated momentum rate (μ = 0.577), the value of
final, Ero for the 3-1-1 network are presented in Table 5 as follows.

Next, the value of final square error, Ero for the 3-2-1 network based on the
proposed formulated momentum rate, μ, i.e., Eq. (3) are presented in Table 6 as
follows.

μ = 1
√

fi j

Table 5 The final square error, Ero of the 3-1-1 network with formulated momentum rate, μ

Connection weight Momentum rate Iteration Final square error

wij wjk μ o Ero

0.1 0.1 0.577 56 0.0153

0.3 0.3 61 0.0360

0.5 0.5 59 0.0609

0.7 0.7 60 0.0905

0.9 0.9 61 0.1898

1 1 62 0.0677

1.5 1.5 74 0.0785
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Table 6 The final square error, Ero of the 3-2-1 network with formulated momentum rate, μ

Connection weight Momentum rate Iteration Final square error

wij wjk μ o Ero

0.1 0.1 0.408 53 0.0154

0.3 0.3 60 0.0357

0.5 0.5 59 0.0612

0.7 0.7 60 0.0102

0.9 0.9 62 0.1878

1 1 61 0.0608

1.5 1.5 72 0.0753

= 1√
6

= 0.408

Next, the value of final square error, Ero for the 3-3-1 network based on the
proposed formulated momentum rate are presented in Table 7 as follows.

μ = 1
√

fi j

= 1√
9

= 0.333

Based on the results of Tables 2, 3, 4, 5, 6, and 7, the smallest value of Ero is
0.0102 as obtained from the 3-2-1 network with formulated momentum rate, μ =
0.408, while wij = 0.7, wjk = 0.7 and learning rate, ε = 0.2 during iteration, o = 60
as described in Table 6. Thus, the result of the smallest Ero, i.e., 0.0102 shows that
the proposed formulated momentum rate is slightly better for predicting cycle time

Table 7 The final square error, Ero of the 3-3-1 network with formulated momentum rate, μ

Connection weight Momentum rate Iteration Final square error

wij wjk μ o Ero

0.1 0.1 0.333 34 0.0271

0.3 0.3 45 0.0462

0.5 0.5 56 0.0371

0.7 0.7 50 0.0482

0.9 0.9 56 0.0945

1 1 63 0.0627

1.5 1.5 68 0.0418
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Table 8 The best-predicted
cycle time based on the 3-2-1
network

Variables Parameters The predicted cycle time

manpower121 30 persons 5 s

material121 1 h

machine121 0.0013

compared to the random momentum rate. Consequently, the 3-2-1 MLP network
with the proposed formulated momentum rate is selected for predicting the cycle
time of the new audio product at the semi-automatic production line as presented in
Table 8.

According toTable 8, if the companywould like to predict the cycle timeof the new
audio products for the next production lot, let say n = 121 with the available number
of manpower, manpower121 = 30 persons, waiting time of material, material121 =
1 h and machine breakdown rate, machine121 = 0.0013, the best-predicted cycle
time of the new audio products during the 121st production lot is 5 s.

4 Conclusion

The result of the smallest square error value shows that the proposed formulated
momentum rate is slightly better for predicting the cycle time compared to the random
momentum rate as obtained in Table 6. To the best of our knowledge, none of the
approaches from previous studies can be considered to be the best practice in deter-
mining the momentum rate since it is based on the results of one’s own personal
heuristics approach. Thus, the 3-2-1 MLP network with formulated momentum rate
is another alternative predictive model to predict the cycle time based on the smallest
square error as compared to the 3-1-1 and 3-3-1 networks. Hence, the proposed
formulated momentum rate can provide a better prediction result instead of being
randomlydetermined.Consequently, the proposed formulatedmomentumrate assists
production planner in predicting cycle time from historical data of existing product
and evaluating completion time for producing new audio speaker products. As a
result, it can reduce the occurrence of tardiness efficiently and fulfil customer delivery
on-time.
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A Review of Mass Spring Method
Improvements for Modeling Soft Tissue
Deformation

Mohd Nadzeri Omar and Yongmin Zhong

Abstract Significant research efforts have been dedicated to the creation of virtual
reality simulators that empower medical students to learn anatomy and surgery in a
virtual environment and allow surgeons to practice surgical operations. The degree of
realism is determined by the simulation’s accuracy and the processing efficiency of its
underlying models. Deformable models should ideally be able to precisely recreate
soft tissue deformation simultaneously providing real-time visual and force feedback.
One of the most well-known approaches is the Finite Element Method (FEM). It has
been demonstrated that the FEM can effectively replicate soft tissue deformation,
but it requires a significant processing cost to enable real-time interaction. In this
context, the Mass Spring Method (MSM) has been suggested as an alternative. The
standard MSM model mimics soft tissue deformation with excellent computational
performance but is constrained to linear behavior because it is based on simple
Hooke’s law theory. This paper provides recent studies on the enhancement of the
standard MSM model to examine the viability of the MSM model to simulate soft
tissue deformation for surgical simulation.

Keywords Mass spring method (MSM) · Nonlinear soft tissue deformation ·
MSM optimization · Real-time interaction · Soft tissue simulation

1 Introduction

There are two types of deformable models: non-physics and physics-based. Non-
physics approaches defined adeformablemodel solely ongeometrical characteristics.
The splinesmodel is one of the ways. In this method, a curve or surface is represented
by a set of control points.When control points are changed to various positions, added

M. N. Omar (B)
Faculty of Mechanical and Automotive Engineering Technology, Universiti Malaysia, Pahang
26600, Pekan, Pahang, Malaysia
e-mail: nadzeri@ump.edu.my

Y. Zhong
School of Engineering, RMIT University, Bundoora, VIC 3083, Australia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. H. A. Hassan et al. (eds.), Human-Centered Technology for a Better Tomorrow,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4115-2_16

203

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4115-2_16&domain=pdf
https://orcid.org/0000-0001-9419-7972
https://orcid.org/0000-0002-0105-9296
mailto:nadzeri@ump.edu.my
https://doi.org/10.1007/978-981-16-4115-2_16


204 M. N. Omar and Y. Zhong

or deleted, or their weights are altered, the contour of the respective curve, surface, or
volume changes [1]. The large number of parameters involved allows for extensive
control over the morphology and geometrical features of the mesh. The parameters,
on the other hand, are difficult to discern empirically. Another modeling tool used
in the non-physics approach is free form deformation (FFD). The FFD approach
provides a higher and more efficient degree of control than the splines approach. The
FFD changes the shape of an item by deforming the space in which it dwells. This
approach may be used to build a wide range of graphical representations, including
lines, polygons, curved surfaces, and parametric patches [2]. However, in order to
handle it, experience and perseverance are required due to its randomness.

Meanwhile, the physics-based approach outperforms the non-physics-based
method in many ways, particularly in terms of precision. The physics-based formu-
lations can explain experimentally the deformations that occur as well as the material
characteristics involved. In most circumstances, this approach may be further clas-
sified into two groups: methods based on discrete mechanics and methods based on
continuum mechanics.

1.1 Discrete Mechanics

The Mass Spring Method (MSM) is typical in discrete mechanics. The MSM is
commonly used to simulate deformable objects because of its conceptual simplicity
and computational speed. Since the early work of Terzopoulos et al. [3, 4], MSM has
been a common approach for modeling deformable bodies in surgical simulations.
MSM necessitates the discretization of an object into mass points connected by
elastic linkages (see Fig. 1). Discretization might occur on the object’s surface or
in its volume. The linear spring, which is derived from Hooke’s law, is a popular

Fig. 1 An example of a structure for MSM models
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Fig. 2 A one-dimensional chainmail structure undergoing deformation [5]

choice for the elastic link. The action of global deformation is calculated by solving
differential equations, which are frequently derived from Newton’s law of motion.

Another method is the Chainmail concept. As seen in Fig. 2 [5] it is a collection
of interconnected units that resembles a chain. The motion of a single mesh node
is absorbed by the interface of the link between surrounding nodes. Displacements
are moved to surrounding nodes whenever the link between two nodes is extended
or squeezed beyond established bounds. As a result, slight displacements inside a
single node’s relaxed medium cause local deformation, but displacements inside a
completely stressed medium cause global deformation. This approach is computa-
tionally efficient and can manage small changes in a mesh topology. However, there
is some doubt about the simulation’s accuracy.

1.2 Continuum Mechanics

TheFiniteElementMethod (FEM) is included in this approach group. In FEM, a body
is discretized into several elements that are characterized by continuum mechanics
(see Fig. 3) [6–8]. The displacements and locations in an element are interpolated

Fig. 3 An example of a structure of a FEM model and types of element
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from discrete nodal values. The partial differential equations regulating a node’s
motion are defined separately for each element, resulting in a discrete system of
differential equations. The primary advantages of FEM over node-based discretiza-
tion approaches include more flexible node location and a large reduction in the
total number of degrees of freedom necessary to attain the desired accuracy of the
solution.

The Boundary Element Method (BEM) is another continuum mechanics-based
method. Unlike FEM, the underlying partial differential equations were expressed
in boundary integral form [9], which further simplified the FEM formulation and
improved computing performance. Meanwhile, the method’s disadvantage is that
it is based on linear elasticity and so does not tolerate large displacements of soft
tissues. Furthermore, it is frequently limited to homogenous and isotropic materials,
which may not be true for soft tissues in general.

The advancement of the meshless approach has resulted in significant improve-
ments to the FEM model. The meshless method utilizes continuum mechanics theo-
ries aswell, but an object ismodeled by a group of pointswith no explicit connectivity
[10]. It eliminates the need to modify meshing steps. As a result, it has a significant
benefit when modeling a topologically modified instance, such as cutting and inser-
tion. It does, however, demand a large number of computer resources and requires
specialized optimization methods.

Moreover, there is a technique that combines the advantages of discrete and contin-
uous techniques. It is discovered in the Tensor Mass Method (TMM). The reaction
forces are computed in this manner using an energy-based continuum formulation
and transmitted to the vertices of the meshed components, which then give motion
by solving Newton’s second law of motion [11].

2 Improvement in MSMModel

There is various research in the literature that focuses on the enhancement of theMSM
model. The research usually focuses on the modeling of nonlinear deformation, the
optimization of parameters, and the increase of computing efficiency.

2.1 Nonlinear Deformation

A review of current research on nonlinear MSM models has been conducted. It was
revealed that several current models had substantial similarities. As a consequence,
modelswith similar features have been categorized in order to have a better awareness
of the models that are present.

Quadratic stiffness and displacement function. Cooper and Maddock [12]
proposed one of the first nonlinear MSM models. The displacement solution was
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calculated using a quadratic function. The model’s main drawbacks were that it was
only applicable to two-dimensional objects and that no validation data was supplied.
Teschner et al. [13] defined spring stiffness using a quadratic function rather than a
quadratic function on the displacement equation. They have proposed three distinct
stiffness equations for the user to choose between linear, small nonlinear, and large
nonlinear ranges. However, their methodology is only applicable to stiffness equa-
tions that converge to linearity at modest deformations. This restriction indicates that
more study is required to obtain a suitable stiffness equation. Furthermore, the defor-
mation behavior of this approach is restricted to only those three functions. Another
series of works [14–16] employed a quadratic function to represent total deforma-
tion. According to Duysak et al. [16], neural networks and an adaptive learning rate
formula were used to identify the optimal quadratic function to represent nonlinear
deformation. The paper claimed that the approach could achieve adequate accuracy,
however, no nonlinear behavior characteristics were supplied, and the approach also
required a large number of iterations before the results converged.

Duffing’s equation. This approach employs Duffing’s equation, a second-order
nonlinear differential equation. Duffing’s equation is commonly used to define a
third-order polynomial oscillator system. This technique was first proposed by Luo
and Xiao [17]. Although their study was successful in mimicking nonlinearity, no
validation result was presented. The identical methodology is used by Cui et al.
[18] and Sulaiman et al. [19]. Furthermore, Chen et al. [20] presented research that
provided more insights into Duffing’s equation. The research shows that by varying
the parameters in Duffing’s equation, several types of spring behavior may be gener-
ated. However, the outcome was not confirmed, therefore the method’s accuracy is
unknown.

Spring configurations. The following method was described by San-Vicente et al.
[21]. A combination of linear springs in a cubical arrangement produced a nonlinear
response in the analysis (see Fig. 4). Edge, diagonal, and internal diagonal springs

Fig. 4 The nonlinear MSM using spring configuration given by San-Vicente et al. [21]
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Fig. 5 The nonlinear
deformation behavior, as
taken from Choi et al. [25]

were employed in three different combinations. All of the springs have a certain
stiffness constant and are used to control the model’s nonlinearity. Following that,
Shah et al. [22] improved on the earlier work by incorporating a cubical spring
constant to keep the model stable. While approaches in this technique have been
successful in simulating nonlinearity, the optimization process remains critical. A
similar strategy may also be found in Garg et al. [23].

Force propagation. Another MSM approach that can create a nonlinear response is
the force propagation approach. This approach may well be found in several studies
[24–28]. The applied force was propagated layer by layer to the surrounding nodes
using this approach. The number of nodes involved increased as depth progressed.
As a result, a greater resistance force was measured, yielding a nonlinear reaction.
Although the approaches can mimic nonlinearity, the models’ nonlinearity is rarely
clear and is typically a mixture of two linear functions (see Fig. 5).

2.1.1 Piecewise function

The piecewise technique divides the deformation behavior, which is commonly in the
formof a load–displacement curve, into sections, eachwith itsmathematical function.
A linear or nonlinear function is employed to characterize the behavior of that section
based on its behavior. Basafa et al. [29], for example, split the deformation’s pattern
into two sections. The first section is linear and is controlled by a linear function, but
the second portion, which corresponds to a nonlinear deformation, is controlled by
a nonlinear function. Nikolaev [30] followed a similar strategy. On the other hand,
other researchers define nonlinearity using a mix of linear functions. A smoother
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nonlinear response, however, necessitates the use of more than two linear functions.
It is possible to observe this by contrasting the work of Keeve et al. [31] and Garcia
et al. [32]. Garcia et al. employed more than two linear functions, whereas Keeve
et al. utilized two linear functions. The results reveal that more linear functions
result in improved accuracy, although at a little higher computing cost. Despite the
fact that nonlinearity can be replicated, thismethod demands a time-consuming effort
to determine the transition points [33].

Hybrid approach. Researchers utilized continuummechanics and theMSMconcept
in this method. Delingette et al. [34] and Picinbono et al. [35] might be considered
the founders of this strategy. Xiaoping et al. [36] reported the usage of this strategy
in a recent review. The internal forces of the model were retrieved using nonlinear
continuum dynamics in the study, whereas the displacement was explicitly solved
using the MSM concept. While implementing a nonlinear response is possible, the
cost of computing will rise owing to the employment of extensive mathematical
equations.

Other approach. Aside from the methods already discussed, the following MSM
models can also be used to simulate nonlinear deformation. First, Castillo et al. [37]
employed a method that associates a nonlinear deformation with elongation resis-
tance. They modified the conventional MSM model by adjusting spring stiffness
in elongation increments. This was accomplished by modeling the spring stiffness
coefficient as an exponential function of elongation. Ahmadian et al. [38] provide
another method, using an empiric approach to characterize internal resistance. They
proposed two empirical equations for two different forms of nonlinear soft tissue. The
suggested method correctly simulates nonlinear deformation but requires a signif-
icant amount of resources before establishing the suitable empirical formulation,
which must be repeated for different objects. Wang and Guo [39] and Duan et al.
[40] use similar empirical methodologies too.

2.2 Parameter Optimization

One of the main disadvantages of MSM is that its parameters have no direct rela-
tionship to soft tissue properties. As a result, an optimization technique is required
to determine the ideal parameters for modeling a certain type of deformation. Plenty
of optimization strategies have been published in the literature, which can be catego-
rized into two groups in general. The optimization approach of the first group is based
on the direct relationship between the reference object and the MSM parameters,
whereas the optimization approach of the second group is based on the convergence
of the MSM parameters for the objective function. The first optimization group can
be further divided into two methods.

The first method makes use of actual soft tissue as a reference [41–44]. Zerbato
et al. [45], for example, calibrated their MSM model with an arbitrary topology
utilizing computer-assisted tomography (CAT) pictures and load–displacement data.
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Meanwhile, in the secondmethod, theMSMparameters are optimized for continuum
mechanics. In this approach, FEM was employed as a reference by the majority of
researchers [21, 25, 46, 47]. As an example, by linearizing the MSM equations,
Gelder [48] sought to find an MSM comparable to a triangular linear FEM model.
The work sparked numerous more attempts to achieve equivalency between MSM
and FEM, such as those described by Lloyd et al. [49] and Delingette [50].

The second optimization group employs an objective function to accurately alter
theMSMparameters to fit the features of the referencemodel. Simulated annealing, a
probabilistic approach for finding a global minimum optimization problem, is a regu-
larly used approach. This method was utilized to extract system parameters forMSM
models, as demonstrated by Choi et al. [24], who directly retrievedMSM parameters
by benchmarking the MSM model against FEM-produced models. The simulated
annealing optimization is also available here [44, 51]. Furthermore, the genetic algo-
rithm technique offers another widely used probabilistic strategy. The method starts
with a collection of solutions known as the population, and the optimization process is
continued until certain requirements are fulfilled. This methodology is introduced by
Louchet et al. [52] in their MSM model, which was employed for fabric simulation.
The genetic algorithmmethodology has also been used in several other investigations
[53–55]. The evolutionary technique [52, 56] and the least square technique [39] are
two more famous probabilistic approaches.

2.3 Computational Performance

Improving the traditional MSM, specifically by including non-linear behavior, has
had an impact on computing time. This section discusses various existing strategies
for reducing MSM computational time.

2.3.1 Localization

One of the most effective strategies for minimizing computational effort is local-
ization. Instead of analyzing the whole model, localization specifies and executes
the analysis just in the targeted area [20]. Several studies have been published on
the use of localization to improve computing performance. For example, Qiao et al.
[57] utilized the Nearest Neighbor Particle (NNP) method to limit the number of
nodes involved during deformation. Moreover, to establish localization, Zhu et al.
[58] introduced the term influence area. The influence area was created using a
triangular mesh and is defined by the position of the probe. Another example of
localization can be found in Choi et al. [25, 26]. In their Force Propagation Method
(FPM), deformation was localized based on the penetration depth regulated by user.
Despite faster processing times, the main drawbacks of present approaches are that
they have no relevance to material properties and that the size of the area is fixed
during simulations.



A Review of Mass Spring Method Improvements … 211

2.3.2 Parallel computation

Furthermore, evidence shows that parallel computing, which incorporates another
computational component known as the General Processing Unit (GPU), might
enhance computational time. The concept is to separate all of the mathematical work
and utilize GPU to complete the computations concurrently rather than sequentially.
With the MSM nature that is parallelizable, parallel computing suits well with it.
Georgii and Westermann [59] utilized the GPU to compute the internal resistance of
the MSM and to get information on the locations of the mass spots. This data was
then utilized to update the deformations. Similarly, Leon et al. [60] employed the
GPU to compute internal force and update the location of recorded mass locations.
Meanwhile, Vassilev et al. [61], Rasmusson et al. [62], and Etheredge [63] used the
recent CUDA parallel computing framework to conduct parallel processing.

2.3.3 Numerical integration

Another frequent option is to enhance the numerical integration method for solving
the model dynamic equation [57]. Several studies comparing the computing perfor-
mance of common numerical integration algorithms have been published. The results
show that the selection is not only based on computational time. The stability of the
integration must also be considered throughout the evaluation process. In general, an
explicit technique, such as the central difference technique, is favored due to its good
processing speed. However, at a shorter time step, the method’s stability may be a
concern. The implicit technique, on the other hand, gives more stability but necessi-
tates more computing work. As a result, determining the best numerical integration
method remains an essential topic to investigate.

3 Discussion

Despite improvements to the nonlinear deformation of traditionalMSMmodels, only
a small number of investigations corroborated the findings with actual soft tissue
deformation. The difficulty in characterizing soft tissue deformations may account
for the lack of a validation procedure. Soft tissue deformation exhibits a mixture
of linear and nonlinear responses, according to Fung [64]. At small deformations,
the linear response occurs, followed by a nonlinear response at larger deformations.
Holzapfel [65] supports it, though with more differentiation during the big defor-
mation period. According to Holzapfel, soft tissue deformation at large deformation
begins with a nonlinear response but subsequently recovers to linear before rupture.
Thus, soft tissues exhibit a three-phase response for a whole deformation process:
linear, nonlinear, and linear deformation. Future updates to MSM models should
take this multiple-phase response into account in order to replicate detailed soft
tissue deformation. Nonlinear soft tissue deformation is also more complicated than
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polynomial or exponential functions. While some nonlinear deformations may be
simulated, they are confined to a certain kind of soft tissue, resulting in the model’s
inability to replicate diverse forms of soft tissue deformation. To correctly replicate
the nonlinearity, a different methodology is necessary. The piecewise technique may
be a suitable answer to the problem since it allows for the use of several functions
during modeling.

The missing relationship between MSM parameters and soft tissue properties,
on the other hand, is a big concern. At the moment, the optimization procedure can
only partially fix the problem. An ideal solution should include a direct equivalence
between MSM parameters and soft tissue properties. While some studies, such as
Lloyd [49] and Delingete [50], have found a solution, yet it is confined to a certain
type of MSM structure. Furthermore, as a prerequisite for the optimization process,
experimental data are usually required. The findings are often presented as a load–
displacement relationship. This procedure is time-consuming. Future optimization
can be constructed so that the derivation process occurs in real-time interaction.
Estimation techniques with real-time capacity, like the Kalman filter, can be utilized
to get MSM parameters simultaneously throughout the soft tissue experiment.

4 Conclusion

Several findings can be derived from the study on the enhancement of theMSMmodel
in this paper. First, the existing nonlinearMSMmodels do not account for themultiple
stages of soft tissuedeformationwhich simplificationor generalization are commonly
used as the solution. Second, only a few nonlinear MSM models are validated using
either experimental data or continuum mechanics. Furthermore, no approach exists
that linksMSMparameters to soft tissue properties directly. Therefore,MSMmodels
rely significantly on the precision of the optimization process to attain accuracy in
simulating soft tissue deformations.
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Injury Pattern Among Drivers Involved
in Single Frontal Crash Based
on the Police Reported Accident Data
in Malaysia
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M. Widia , E. H. Sukadarin , Nur Syafiqah Fauzan , H. R. Zadry ,
Ahmad Azad Ab. Rashid, and Zulhaidi Mohd Jawi

Abstract More than 8.2 million police reported motor vehicles crashed, resulting
in 67,882 fatalities and over 140,000 injured victims from 2009 to 2018 recorded
by Ministry of Transport, Malaysia. Single-vehicle crash can cause more fatalities
than multi vehicle crashes as reported in previous study. Therefore, a better under-
standing of real frontal crashes is needed to support the decision making for future
frontal test program. One of the important part to discover is the injury pattern of
occupants based on real accidents. Furthermore, different frontal crash configura-
tions may result in different level of injury severity. The objective of this study is to
analyse the injury severity category and body part injury of drivers based on police
reported single frontal crashes in Malaysia. Reported accident cases from 2015 to
2018 were gathered fromBukit Aman Traffic Investigation and Enforcement (JSPT),
Royal Malaysia Police. The single-vehicle crashes categorized under full-width and
offset and sideswipe configurations were selected. 757 cases were meeting selection
criteria. 81.9% of the cases involved in the full-width and offset type of crashes
configuration, while the sideswipe crash configuration contributes to 19.1% of the
cases. Most of the drivers were reported with no injury (64%), fatal (17.6%), slight
injury (11.8%) and severe injury (6.6%) of categories in both crash configurations.
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The most frequent injury sustained by fatal drivers were head injury for full-width
and offset configuration, and multiple body parts injury for sideswipe configuration.
The chi-square test was used to study the association between the crashes configu-
ration and injury severity category. The p-values are less than 0.05, hence there is
a significant effect between frontal crash configuration and injury severity category.
Based on calculated odd ratio, full-width and offset configuration is 6.88 more likely
to be fatal than sideswipe.

Keywords Real frontal crashes · Driver injury · Police reported accidents ·
Full-width and offset · Sideswipe

1 Introduction

Road traffic crashes now represent the eighth leading cause of death globally, affected
more than 1.35 million lives each year and cause up to 50 million injuries [1].
Investigation and statistical analysis in Malaysia from 2009 to 2018 indicates that
more than 8.2 million police reported motor vehicles crashed, resulting in 67,882
fatalities and over 140,000 injured victims [2]. Car accidents are the most frequently
occurred every year (Fig. 1). Most of ASEAN countries also have high in percentage
(%) of traffic accident fatalities which involving drivers as well as passengers of four
(4) wheeled vehicles. In fact, the trend is worse when encountered worldwide cases
[3].
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Fig. 1 Motor vehicles involved in road accidents by type of vehicle in Malaysia, 2009–2018 (MOT
2018)
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Single-vehicle accidents are defined as “those only involve driver of one vehicle
without any involvement of any other road users” [4]. Single-vehicle crashes are also
found to have more fatalities than multi-vehicle crashes, as was proved by the fact
that single-vehicle crashes contribute 28.9% of all crashes, but it accounted 58.1% of
all fatal crashes in the US in 2015 [5]. Furthermore, Insurance Institute for Highway
Safety (IIHS) also revealed that 56% of the car occupants’ death involved in frontal
single-vehicle crashes in 2018. It contributes the highest percentage (%) of the car
occupant death from the frontal crash compared to the side, rear and other (mostly
rollover) point of initial impact [6]. Therefore, as a preparation to face the challenging
road traffic accidents nowadays, the New Car Assessment Programme for Southeast
Asian Countries (ASEANNCAP) has announced a New RoadMap 2021–2025 with
more inclusive assessment protocol whereby frontal crash impact test remains the
largest point under Adult Occupant Protection (AOP) pillar [7].

Injury severity and fatality based on the vehicle type had been investigated among
driver victimswith different age and sex that involved in single vehicle crashes. Based
on this study, male and older driver victims were at a greater risk of case-fatality and
the type of vehicles involved were car and truck. They generally associated with
lower injury rates but higher in fatality rates [8].

Hu et al. [9] studied the prediction of the injury trends for US adult population
based on age, sex, stature, and body mass index (BMI) by using parametric Finite
Element (FE) human models in frontal crash simulation. Based on their study, chest
injury risk was strongly affected by age and sex, with older female occupants having
the highest risk. Other than that, a strong correlation was also observed between BMI
and knee–thigh–hip injury risk, but there were none occupant parameters meaning-
fully affected neck injury risks. Based on discussion of experts frommultiple related
fields in Malaysia, the current situation showed that the head, neck, and chest remain
the most affected (severe) body region’s if the frontal crash happened [10]. Further
study needs to be done in order to consolidate those findings.

Therefore, in this study, the patterns of injury among drivers involved in frontal
crashes were analysed in terms of injury severity and body part injury based on police
reported accident data from year 2015 to 2018. The main objective of the present
study is to determine the injury patterns related to full-width and offset and sideswipe
frontal crashes configurations involving single passenger vehicle.

2 Methodology

2.1 Source of Data

The police reported accident data for year 2015–2018 were gathered from Bukit
Aman Traffic Investigation and Enforcement (JSPT), Malaysian Royal Police,
Malaysia. Only passenger vehicles involved in full-width and offset and sideswipe
crash configuration were selected in this study. Nevertheless, full-width and offset
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have been recorded under the same configuration (front crash) and the frequency of
offset also not stated in JSPT accident data.

Data for injury severity category and body part injury also obtained directly as
recorded in JSPT accident database. The injury severity category was categorized
into fatal, severe injury, slight injury and no injury. Meanwhile body part injury that
affected by the frontal crash were head, neck, chest, back, pelvis, hand, lower leg,
multiple injury and no injury.

2.2 Statistical Analysis

The police reported accident data is analysed in terms of frequency and percentage
for the passenger vehicles type, injury severity category and body part injury in
frontal crash configurations of full-width and offset and sideswipe. Chi square test
is used to investigate the significant effect between frontal crash configurations and
level of injury severity. Odd ratio test is performed to identify the frontal crashes type
of configuration that contribute to the fatality based on the police reported accident
data. Result analysis was performed in MINITAB 18 Statistical Software.

3 Results and Discussion

3.1 Single Frontal Crashes Accident in Malaysia Between
2015 and 2018

Table 1 shows the total number of single frontal crashes accident in Malaysia based
on the full-width and offset and sideswipe type of crash configurations. The total of
757 cases were reported between 2015 and 2018. From the total case, 189 accidents
happen in 2015, 231 accidents were reported in 2016, 239 cases occur in 2017 and
98 accidents were reported in 2018.

Table 1 Total number of
single frontal crash accident
cases depend on type of
configurations

Year Crash configuration Total

Full-width and offset Sideswipe

2015 146 43 189

2016 186 45 231

2017 197 42 239

2018 91 7 98

Grand total 620 137 757
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Fig. 3 Percentage of single
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Figure 2 depicts the distribution of the accident cases between 2015 and 2018.
The distribution is slightly increase from 2015 to 2017. However, in 2018 the number
of accident cases shows decreasing trend with only 12.9% cases was reported.

Figure 3 shows the percentage of the single frontal crash configurations for cases
involving the total of 757 vehicles. 81.9% of the cases involve in the full-width
and offset type of crashes configuration, while the sideswipe crash configuration
contributes to 18.1% of the cases.

3.2 Distribution of Vehicles

Figure 4 shows the frequency of the vehicles involve in single frontal crash accidents
based on the type of configuration. The total number of vehicles involve is 757
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Fig. 4 Frequency of passenger vehicles based on single frontal crash configuration

which were reported that car contribute the highest cases with the total of 563 in full-
width and offset configuration and 125 cases in sideswipe configuration. Meanwhile,
another type of vehicles which was 4 Wheel Drive was reported 57 cases under
category of full-width and offset configuration and only 12 cases were reported
involved in sideswipe configuration.

3.3 Distribution of Injury Category

Based on the Fig. 5, fatality is more likely to occur in full-width and offset with the
total of 128 cases. Meanwhile, 5 fatality occur in sideswipe type of configuration.
Severe injury was contributed by full-width and offset configuration with the total
of 44 cases and 6 cases occur in sideswipe configuration crash.

Police record shows that 21% of the fatality occur in full-width and offset crashes
and 4% of the fatal was reported in sideswipe crash configuration as can be seen in
Figs. 6 and 7 respectively. Severe injury ismore likely to occur in full-width and offset
crashes compare than sideswipe as the reported cases is 7% in full-width and offset
crashes. Only 4% of severe injury was reported in sideswipe crash configuration. No
injury is more likely to happen in sideswipe crash configuration as it contributed to
83% compare than in full-width and offset crashes with the reported cases of 60%.

3.4 Distribution of Body Part Injury

Table 2 shows the frequency of the body part injury of drivers under each injury
severity category. In both types of configurations, the highest frequencywas recorded
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for no injury with the 370 cases in full width and offset and 114 cases in sideswipe
crash configuration. The head (6 cases) and multiple injury (3 cases) were reported
contributing to the fatality in full-width and offset crashes configuration. While
multiple injury (1 case) was reported contributing to the fatality in sideswipe crash
configuration. Severe injury was contributed by the multiple body part injury (11
cases) in full-width and offset crashes configuration and hand, head and lower leg
body part injury with 2 cases respectively in sideswipe crash configuration. The
findings are in agreement with expert discussion which stated that head, neck, and
chest remain the most affected (severe) body region’s if the frontal crash happened
in Malaysia [10].
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Based on the threat-to-life hierarchy and the body region, lower leg injury
(including injuries to femur and pelvis) was at the number three after spinal cord
injury and brain injury [11]. Other analysis of the UK in-depth accident data revealed
that the older car occupants that involved in frontal impacts were significantly
more prone to serious chest injury than their younger counterparts [12]. Other work
revealed that head injury was more common in those who had crashes in four-wheel-
drive vehicles (45.6%) than those who had crashes in small cars (37.3%) according
to his study about the pattern of injuries caused by the road traffic crashes involving
four wheel drives (4WD) vehicles and passenger cars in the United Arab Emirates
(UAE) [13].

According to the police-reported accident data within the year 2015–2018, it is
noticeable that very extreme missing information of body region injury for fatality
with the frequency of 119 in full-width and offset and 4 were reported in sideswipe
crash configurations. Huge missing data and underreporting case can cause underes-
timation of the overall burden of road crash injuries. Therefore, the analysis should be
referred to hospital databases and not only through police crash database according
to the recommendation from the studies on comparison of Malaysian road accident
statistics with Sweden [14, 15].

3.5 Crash Configuration and Category of Injury Severity
Association

Chi square test is used to investigate the significant effect between frontal crashes
configuration and level of injury severity.Odd ratio is calculated to identify the frontal
crash configuration that contribute to the fatality. The hypothesis is as follows:
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Table 2 Distribution of injury severity category based on body part injury

Body part injury Injury severity category

Fatal Severe injury Slight injury No injury Total

Full-width and
Offset

Back 0 1 2 0 3

Chest 0 4 6 0 10

Hand 0 2 7 0 9

Head 6 9 12 0 27

Lower leg 0 10 19 0 29

Multiple 3 11 10 1 25

Neck 0 0 1 0 1

Pelvis 0 1 0 0 1

No Injury 0 0 0 370 370

Underreporting 119 6 20 0 145

Total 128 44 77 371 620

Sideswipe Back 0 0 0 0 0

Chest 0 0 1 0 1

Hand 0 2 1 0 3

Head 0 2 0 0 2

Lower leg 0 2 1 0 3

Multiple 1 0 1 0 2

Neck 0 0 0 0 0

Pelvis 0 0 0 0 0

No injury 0 0 0 114 114

Under reporting 4 0 8 0 12

Total 5 6 12 114 137

Grand total 133 50 89 485 757

H0 There is no significant effect between frontal crash configuration and level of
injury severity in the single crashes.

H1 There is a significant effect between frontal crash configuration and level of
injury severity in the single crashes.

The result for the chi-square test analysis is summarized in Table 3.
The p-values are less than 0.05, hence we can conclude that there is a significant

effect between frontal crash configuration and level of injury severity in the single
crashes. Based on the odd-ratio value between frontal crash configuration and level

Table 3 Chi-square test of
the effect between frontal
crashes configuration and
injury severity category

Chi-square DF P-Value

Pearson 30.548 3 0.00

Likelihood ratio 37.275 3 0.00
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of injury severity, we can conclude that full-width and offset is 6.88 more likely to
fatal than sideswipes in the single crash incidents.

4 Conclusions

A total of 757 accident cases were reported under full-width and offset and sideswipe
crashes configuration. 81.9% of the cases involve in the full-width and offset type of
crashes configuration, while the sideswipe crash contributes to 19.1% of the cases.
Most of the drivers were reported with no injury (64%), fatal (17.6%), slight injury
(11.8%) and severe injury (6.6%) of categories in both crash configurations. Body
regions injury that contribute to the fatality in full-width and offset crashes config-
uration were head and multiple injury for both crash configurations. The chi-square
test was used to study the association between the crashes configuration and injury
severity category. The p-values are less than 0.05, hence there is a significant effect
between frontal crash configurations and injury severity category. Based on calcu-
lated odd ratio full-width and off-set configuration is 6.88 more likely to fatal than
sideswipe. Due to very extreme of underreporting of body part injury for fatality,
it is highly recommended that analysis should be referred to other sources such as
hospital databases. A bigger database will likely increase the accuracy and show the
real trends of road traffic accidents in Malaysia.
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Abstract The development of the number of motorized vehicles in Indonesia has
increased every year. The increasing number of vehicles affects the number of devel-
opments in traffic accidents. It has a direct effect on the increase in the number of
victims and losses due to accidents. This paper provides an overview of traffic acci-
dents in Indonesia and the importance of efforts to prevent them. An accident, espe-
cially road traffic, results froma cumulative number of factors causing accidents, such
as human factors, facility factors, infrastructure factors, and environmental factors.
By knowing the leading causes of road traffic accidents, mitigation measures and
recommendations can be determined to reduce the number of accidents. Traffic acci-
dents can be reduced with a road safety management program that can be interpreted
as an effort to deal with accidents that occur on the road crashes and improve vehicle
technology that can minimize the impact and losses caused by accidents. Blindspot
is one of the causes of accidents from the side. Blind-spot detection and blind-spot
visualization (BSD/BSV) would help provide early detection/image to avoid colli-
sion with the motorcycle. It is expected that 37% of collisions can be avoided if all
cars are equipped with such technology.
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1 Introduction

The transportation system is designed to facilitate themovement of people and goods.
In the service of transportation safety, both people and goods are always attached
to it; therefore, people who travel must obtain a guarantee of safety even if possible
obtain comfort, while the goods transportedmust remain intact and not diminished in
quality. Transport services that are equipped with a guarantee of safety will provide
a sense of certainty and comfort for travelers so that they will be able to support the
socio-economic activities of the community [1]. Safety guarantees protect the public
from the impacts of transportation operations in unexpected costs due to poor safety.

Transportation as the basis for economic development, the development of society,
and industrialization are needed to support the mobility of people, goods, and
services. A good and regular transportation system can guarantee the mobility and
movement of goods, people, and services so that, in the end, it can spur regional
economic growth. Transportation has a vital role in supporting economic growth
improvement; transportation is based on the large transportation needs to support
mobility and efficient use of transportation. The transportation system is designed to
facilitate the movement of people and goods [2].

Road transportation safety is now a global problem, which is not merely a trans-
portation problem but has become a social problem. The rapid growth of motor
vehicle ownership in Indonesia in recent years, combined with the population at a
relatively young age and the diversity of vehicles, has resulted in worsening road
safety problems. This condition will continue to deteriorate with an increase in the
average number of vehicles of around 10% per year and an increase in population if
not followed by improvements in safety management in terms of infrastructure, vehi-
cles, and human resources [3]. In recent years, the rapid growth of vehicle ownership
has put considerable pressure on the road network and traffic control devices.

Road transportation accidents worldwide, based on WHO reports, have reached
1.5 million deaths and more than 35 million injuries/disabilities due to traffic acci-
dents per year (2739 people and 63,013 people injured per day). As many as 85%
of the victims who died due to accidents occurred in developing countries where
the number of vehicles is only 32% of the world’s total number. Road transporta-
tion accident rates in the Asia–Pacific region contribute 44% of the world’s total
accidents, including Indonesia [4].

Socio-economic costs due to traffic accidents based on estimates made by WHO
reached US$ 520 billion, or an average of 2% of GDP. How about Indonesia? Based
on UGM and UI studies, the estimated economic losses due to traffic accidents in
2002 are at least 2.9% of Indonesia’s GDP. This is a loss that occurs every year and
is likely to continue and will even increase in the years to come if no appropriate
steps are taken to overcome this problem [3]. Thus, this study provides an overview
of traffic accidents in Indonesia as a preliminary step to determine the appropriate
steps and techniques used to reduce traffic accidents.
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2 Traffic Accidents in Indonesia

A traffic accident, a traffic collision or crash occurs when a vehicle collides with
another vehicle, pedestrian, animal, road barriers, or any stationary obstruction such
as a tree or a utility pole [5]. Reasons can explain most accidents, and even if they
are said to be accidental, the opposite may be true, even if not directly. Allowing
driving with conditions not roadworthy or forcing to drive while sleepy is an act of
intent that leads to an accident.

Kadiyali [6] classifies accidents based on some criteria. Based on accident victims
consisting of fatal injuries/fatalities, serious injuries, and minor injuries. The acci-
dent’s location consists of straight roads, road bends, road intersections climbs,
derivatives, plains or the mountains, outside the city, or inside the city. Based on the
time of the accident incident consists of the type of workday and time. The accident’s
position consists of front-front collisions, front-back side collisions, front-side colli-
sions, corner collisions, loss of control, backward collisions, collisions when over-
taking, and collisions with pedestrians. The number of vehicles involved consists of
a single accident, multiple accidents, and streak accidents.

The development of the number of motorized vehicles in Indonesia has increased
every year. The Indonesian Central Transportation Statistics Agency noted that the
number of vehicles per year from 2014 to 2018 had increased by 6.49%. The increase
in the number of vehicles occurred in all types of vehicles. A reasonably high increase
in the number of motorized vehicles occurred in passenger cars by 6.88% per year,
followed bymotorbikes, freight cars, and buses, respectively by 6.61%, 5.68%1.42%
per year [7].

The increasing number of vehicles affects the number of developments in traffic
accidents. The Indonesian National Police Traffic Corps noted that the number of
accident cases in Indonesia during the 2014–2019 period had an average increase of
3.30% per year. The increase in the number of accidents directly affects the increase
in the number of victims and losses due to accidents. In 2018, according to data
from the Central Bureau of Statistics, the number of motorized vehicles reached
35,854,932 units of vehicles. For details on annual vehicle growth data on several
major islands in Indonesia, according to data from the Indonesian Central Statistics
Agency, it can be seen in Table 1.

Table 1 Number of accidents, victims and material losses [7]

Details 2014 2015 2016 2017 2018 Growth per year (%)

Number of accidents 95,906 96,233 106,644 104,327 109,215 3.30

Death victim (person) 28,297 24,275 31,262 30,694 29,472 1.02

Serious injury
(Person)

26,840 22,454 20,075 14,559 13,315 −16.08

Minor injury (person) 109,741 107,743 120,532 121,575 130,571 4.44

Material loss (Million
Rp,)

250,021 215,892 229,137 217,031 213,866 −3.83
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Fig. 1 Location of road traffic accidents investigated by KNKT in 2007–2016 [8]

Based on Table 1, the highest number of traffic accidents that occurred between
2014 and 2018 was in 2018, namely 109,215 cases. This number increased from data
recorded in 2014 of 95,906 cases. Due to traffic accidents, the number of victims has
increased by 1.02% per year for victims who died and by 4.44% per year for minor
injuries. Meanwhile, serious injuries decreased by 16.08% per year. The highest
number of victims died in 2016, with a total of 31,262 victims [7].

In 10 years (2007–2016), the National Committee for Transportation Safety
(KNKT) has carried out investigations and research on 64 cases of road traffic acci-
dents that occurred in Indonesia. The investigation results found that the number
of road traffic accidents on Java Island occupies the highest number of accidents
compared to other islands in Indonesia (Fig. 1). West Java Province, with geograph-
ical conditions consisting mostly of hilly and mountainous areas with geometric
climbs, slopes, and bends, is likely to cause the number of road accidents in this
province to rank highest compared to those occurring in other provinces both on
the island of Java and provinces outside Java, as many as 22 cases of accidents.
Whereas for the island of Sumatra, the highest road traffic accident was found in
North Sumatra Province with five accident cases.

3 Road Traffic Accident Data Analysis

In general, it can be said that an accident, predominantly road traffic, is the result of a
cumulative number of factors causing accidents. These causes include, among others,
human factors, facility factors, infrastructure factors, and environmental factors [9–
11]. Besides, certain factors can indirectly contribute to the occurrence of accidents.
Accidents can arise if one of these elements does not play a role as it should. The
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Table 2 Factors causing road traffic accidents (2007–2016) based on 64 investigated cases [8]

No Year No. of accidents Main causative factor

Man Means Infrastructure Environment Others

1 2007 8 5 2 – – 1

2 2008 6 3 1 – – 2

3 2009 9 8 1 – – –

4 2010 3 2 1 – – –

5 2011 7 6 – 1 – –

6 2012 8 6 2 – – –

7 2013 8 6 2 – – –

8 2014 5 1 – 2 – 2

9 2015 5 2 1 – – 2

10 2016 5 – 1 – – 4

Total 64 39 11 3 – 11

factors that cause road traffic accidents are interrelated or support the occurrence of
accidents [12]. However, by knowing the leading causes of road traffic accidents,
mitigation measures and recommendations can be determined to reduce the number
of accidents. Factors causing road traffic accidents investigated by theNational Trans-
portation Safety Committee of Indonesia from 2007 to 2016 are presented in Table
2.

The factors that cause the accident are as follows:

1. Human Factors. The human factor is the most dominant in road traffic accidents
because humans as road users are the main traffic movement elements. Human
factors or human resources that affect accidents on this highway can be identified
due to the following matters: (a) Lack of competence of officers in the field; (b)
The lack of driver discipline in traffic; (c) Lack of training for drivers by vehicle
owners; (d) Lack of officer assertiveness in the field of drivers who commit
violations; (e) Lack of attention to working hours for drivers.

2. Facility. Means of transportation as the primary tool for moving goods and
people, in this case, are vehicles. The vehicle is a device that can move on the
road, consisting of motorized and non-motorized vehicles. Motorized vehicles
can be grouped into several types, namely: motorcycles, passenger cars, bus
cars, freight cars, and select vehicles. Motorized vehicles resulting from factory
production have been designed with a safety factor value to ensure safety for
the rider. Still, the vehicle will be vulnerable to triggering an accident when the
preparation/maintenance procedures, as stipulated, are not followed. Deviations
from the procedure include the following matters: (a) Lack of technical vehicle
maintenance by drivers and vehicle owners; (b) Technical conditions of vehicles
that are not roadworthy; (c) Lack of safety facilities in vehicles; (d) Lack of
supervision regarding vehicle worthiness and permission to operate in the field;
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(e) There is no standardization for vehicle spare parts by the regulator; (f) Use
of vehicles that are not following the provisions (vehicles are overloaded).

3. Infrastructure. Infrastructure as a supporting factor for the implementation of
road transportation should be built and maintained to meet safety standards.
Some findings of the condition of transportation infrastructure that triggered an
accident are: (a) Areas that are prone to accidents have not been handled well by
the regulator; (b) Imperfect road construction and geometric; (c) Poor condition
of the bridge; (d) Access that is not controlled or controlled; (e) Lack of traffic
signs, road lighting equipment, roadmarkings, and traffic signal devices, as well
as control and safety devices for road users.

4. Environmental. This factor cannot be separated from all events/processes of
people and goods movement because these factors provide space for the
procedure.

5. Special Causes. Specific factors for road traffic accidents are the presence of
inappropriate regulations/policies. The tolerance of overload is associated with
levies (for example, a fine of Rupiah/kilogram overloaded).

4 Traffic Accident Management

Traffic accidents can be reduced with a road safety management program that can be
interpreted as an effort to deal with accidents that occur on the highway (road crashes)
and improve vehicle technology that can minimize the impact and losses caused
by accidents. With the increasing needs of the community for land transportation
in supporting economic growth, as well as the amount of loss and problems that
accompany it, then with the support of the development of science and technology,
design andproduction ofmotor vehicleswill always be demanded to be able to answer
the developing environmental issues, namely: (1) energy saving; (2) environment-
friendly; (3) safe; (4) comfortable; (5) easy to operate by anyone. Thus a challenge
for vehicle designers to present means of transportation by these demands so that
several motor vehicle technologies emerge.

Various improvements in vehicle design, passenger protection, and vehicle main-
tenance have contributed significantly to reducing accident rates in industrialized
countries. In developing countries, vehicle safety design lags in developed coun-
tries, especially in local vehicle assembly. Likewise, the condition of the vehicle
becomes dangerous if the spare parts are difficult to obtain. The number of vehicles
that exceed the load limit, both goods and passengers, is another factor that generally
contributes to the high number of traffic casualties. Therefore, vehicle safety equip-
ment’s completeness is one of the essential things that need to be present in every
vehicle to reduce the number of accidents. Here is some integrity of vehicle safety
equipment.
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• Anti Lock Brake System (ABS)

Anti-lock Brake System (ABS), referred to as antiskid, is an additional brakes system
to anticipate vehicle slippage when braking. The use of Anti-lock has been known
for a long time. In 1980 began to be introduced with an additional system that is the
use of microprocessors/microcontrollers instead of units that use analog.

• Cruise Control System

The cruise control system is one of the comfort facilities in driving, which has the
primary function of regulating the vehicle’s speed to replace the driver’s duties under
what the driver expected. Although the primary function as a device to maintain the
vehicle’s speed, tomeet the desired speed changes, the driver has been accommodated
through the functions of the Cruise system.

• Intelligent Transport System (ITS)

One model of this tool is the Ford’s Blind Spot Information System (BLIS), a cross-
traffic alert (CTA) developed by Ford that provides information to the driver about
the dangers during driving, especially when backing up. This system is equipped
with a radar module to censor vehicle movements of less than five mph (8 km/h)
between 45 ft (14 m).

• Active Park Assist

Lexus is one of the companies that first applied this smart parking technology. Finally,
the FordMotorCompany (FMC) introducesActive ParkAssist, whichwill be applied
to the Lincoln MKS sedan and MKT crossover. This technology uses an ultrasonic
sensor system and electric power-assisted steering (EPAS) to automatically position
the vehicle by calculating and optimizing the steering wheel angle when parallel
parking.

• Automatic Braking and Pre-Crash

Volvo presents a safety technology called Collision Warning with Full Auto Brake
(CWAB). This new feature will detect the position of the vehicle in front of the radar
and camera sensors. It will trigger the braking system automatically if the driver is
not aware of any potential accidents.

• Vehicle Dynamics Integrated Management (VDIM)

VIDMis a control and software control system for vehicles developed byToyota. This
includes a combination of traction control systems, Electronic Stability Control, elec-
tronic steering, and other systems, which are useful for increasing vehicle response
rates, performance, and safety.

• Vehicle Stability Assist (VSA)
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Vehicle StabilityAssist (VSA) is a safety technology specifically designed to stabilize
vehicle maneuvering even if the steering wheel is turned suddenly. For complete
control, VSA works in harmony with ABS (Anti-lock Braking System) and TCS
(Traction Control System). In Indonesia, VSA technology has been applied to the
New Honda Accord VTi-L and New Honda Civic 2.0 L.

• Distance Control

Advanced technology in automotive is also intended to secure passengers in the event
of a collision. Mercedes Benz and Toyota have installed a distance control system.
Thus the driver can determine what the desired distance from the car in front of him
is. The computer will manage to reduce speed to near the desired distance limit. This
equipment has also been installed for parking purposes.

• Electronic Stability

DaimlerChrysler, GeneralMotor, andBMWhave used an electronic stability system,
which keeps the car stable even if the steeringwheel slams left or right to avoid people
crossing or animals that pass suddenly. The sensor system on the wheels and steering
wheel will send a signal to the computer, and the computer will adjust the brakes so
that the wheel rotation does not slip, and the driver can still control the vehicle.

• Smart Tires

In addition to mechanical and mechanical fields, other car components are also
progressing. Some time ago, Michelin tire factory introduced a tire that can still be
operated as far as 200 km even without wind. These tire models have been used in
Mercedes and Lexus luxury cars. With tires like this, the driver does not need to
worry if suddenly the tire is flat. He can find a safe place to replace it.

• Automatic Vehicle Location (AVL)

Nowautomotivemanufacturers are developingAVL (automatic vehicle location) that
uses Global Positioning System (GPS) facilities. AVL technology has been widely
used in cars in Europe, Japan, and America. It is beneficial to find a home address
or turn the car to look for alternative ways to avoid congestion. A telematics system
that is connected to satellites will allow someone to find a location on land. In using
this technology, the car must be equipped with a signal receiver and a standard map
displayed on the computer monitor screen.

• Theft Different System

Theft Different System is commonly called the Engine Immobilizer System. This
feature prevents the engine from starting if the key ID code does not match that
contained in the ECU. This system uses a Transponder Chip on each key. Where
the coil is installed on each key house, the amplifier and transponder key ECU will
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refuse to start the engine if the ID code that is found does not match the ID code
contained in the key.

• Electronic Gas Pedals

The gas pedal system (Electronics Throttle Control System ETCS-i) makes this
generation equipped with a gas pedal sensor that can convert any magnetic motion
into an electrical signal to be sent to the ECU. The ECU will calculate each throttle
valve opening through the driving motor located in the throttle body so optimal for
each road condition.

• Shock Absorber Control

The suspension system’s function on the vehicle is to add comfort and stability in
driving the vehicle. An essential requirement in a suspension system is to accommo-
date the development of comfort and stability in driving even though the vehicle is
moving on uneven or poor road conditions.

• Electronic Control Unit (ECU)

Electronic Control Module/ECM, which is also often called the ECU (Electronic
Control Unit), functions to calculate and evaluate the sensor’s input data during the
engine work. It is applied to control the engine’s operation by setting actuator or
drive devices such as injectors, ignition coil, idle air control valve.

5 Blind Spot Detection

Concerning crash configurations, crash data from the Royal Malaysian Traffic Police
(RMP) showed the largest group of motorcycle fatalities occurred from ‘Angular or
Side followed by ‘Out of Control’ and Head-on’ type of collisions. The majority of
motorcycle fatalities occur on arterial or primary roads [13]. Moreover, investigation
data revealed that nearly 90% involved cars as crash partners inmotorcycle crashes. A
study conducted in the USA by the National Highway Traffic Safety Administration
(NHTSA) also found that cars’ passenger was highly involved in collisions with
motorcycles, which was similar to the Malaysian scenario [14]. Unlike car drivers,
motorcyclists are directly exposed to the environment. Compared to other types
of road motor vehicles, the motorcycle is designed with low safety protection and
inferior structural integrity [15, 16].

However, this data is different from the data in Indonesia. A survey conducted
by Lokadata found that the most severe accident in Indonesia between 2016 and
2017 was caused by a single accident, followed by a collision of rounds of opposite
directions and a collision from the front while the directional collision is in fourth
place [17]. A survey of accidents from the side in Indonesia has not been carried out
intensively. A preliminary survey has been conducted in Padang City, West Sumatra,
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Indonesia. Data obtained from 2012 to 2018 can be seen in the following table. These
data indicate an increase in the number of motor vehicle (car) accidents from 2012
to 2018 with various causes (Fig. 2).

Blindspot is where the driver cannot see an area well. The term blind spot is often
referred to as a no-zone area that applies to car drivers only. Motorcycle riders can
also experience this blind spot because they are not visible or apparent in vision.
Blindspot is one of the causes of accidents from the side.

Because of this situation, the New Car Assessment Programme for Southeast
Asian Countries (ASEAN NCAP) remains committed to ensuring motorcyclists’
safety in the ASEAN region. ASEANNCAP has announced a NewRoadMap 2021–
2015 with a more inclusive assessment protocol whereby the motorcyclist safety
pillar has been added. Items of the pillar, including blind-spot detection and blind-
spot visualization (BSD/BSV), advanced rear mirror, auto high beam, pedestrian
protection, advanced motorcyclist safety technology. Among these criteria, BSD
contributes the most significant point under the pillar. Both BSD and BSV would
help in providing early detection/image to avoid collision with the motorcycle. It is
expected that 37% of collisions can be avoided if all cars are equipped with such
technology [18].

In the aspect of safe driving, blind spots are very crucial, considering that this
factor is not only a relationship between vehicles but also humans. Because this
factor is one of the leading causes of traffic accidents, especially when overtaking
other vehicles—Blindspot where motorists cannot see well an area. The term blind
spot is often referred to as a no-zone area that applies to car drivers only. Motorcycle
riders can also experience this blind spot because they are not visible or apparent
in vision. Indirectly, the blind spot is very influential in driving safely on the road,
especially in very crowded road conditions. Therefore, special abilities are needed
that are very good in order to avoid it.
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In general, a blind spot is a condition when we cannot see objects around us.
Various possibilities can occurwhile driving, including the danger of traffic accidents.
Some causes of blind spots include the vehicle itself, internal factors, environmental
factors such aswhen a vehicle is at an intersection, a hilly road, dusty conditions, rain,
or heavy traffic. These factors need to be considered in order to create safe driving
on the road. A collision study in 10 states to determine the effectiveness of various
safety systems found that lane change technology at blind spots reduced collisions
by 26% [19].

To provide more protection related to blind spots, several of Toyota’s latest prod-
ucts, such as C-HR and Camry, have been equipped with blind-spot monitoring
sensors. This feature will notify the driver through the sonar and car logo indicators
on the end of the rear view mirror when objects or other vehicles are approaching
from the right or left side of the car [20].

6 Conclusion

This overview shows that the level of traffic accidents in Indonesia is still high.
Various things cause a high number of accidents. One of them is a type of side
accident caused by a blind spot. Multiple kinds of newest vehicles have applied blind
spot detection technology. However, this technology still needs proof of its success.
Therefore, further research is necessary to estimate BSD technology’s effectiveness
on lane-change crashes based on crash rate and collision claim in Indonesia and
further in the ASEAN context. Emphasizing this crash avoidance technology’ impact
in terms of crash rate and economic losseswould increase industry player’s and users’
awareness of BSD capability.
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Contributing Factors Towards Human
Errors on Road Transport Safety Among
Commercial Vehicle Drivers

J. Syarah Adibah and Y. Mohd Najib

Abstract Human errors have consistently been implicated in a high percentage of
road transport accident. In this study, there are three factors that have been considered
as contributing factors to the human error which are social factor, driving behaviour
and also individual factors. The aims of this research were to study the level and
to compare the contributing factors to the human error among commercial vehicle
drivers at Pahang and Terengganu. The relationship between factors that contribute
to human error and road transport accident also determined. Data were collected
from 80 respondents. Plus, observational technique was conducted at two roads
chosen in Pahang and Terengganu. The questionnaire results concluded that there
had association between factors that contribute to human error and road transport
accident. Observational technique results indicate that drivers had highest percentage
in not wearing seatbelts. Therefore, this research concludes that the factors that
contribute to human error have the tendency to road transport accident.

Keywords Road transport safety · Road transport accidents · Human errors ·
Commercial vehicle drivers

1 Introduction

Road Transport Safety (RTS) is the one of the main topic that concerned by many
countries around the world. RTS refer to the prevention of road users from being
killed or seriously injured. Based on [10], many accidents related to RTSwere caused
by various factors that related to human errors. Human errors was contributed high
percentage toward vehicle crashes or road accidents rather than environmental factors
and vehicle failure literally. Every year, there are more than one million of deaths
worldwide reported due to road transport accident (RTA) and caused serious injuries
to drivers (World Health Organization 2004).
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Fig. 1 Total of road transport accident in Malaysia. Source Official Portal of Road Transport
Department of Malaysia (2017)

Based on previous research, RTS most often related to human errors which cause
at approximately 75% of roadway crashes (Salmon et al. 2005). Driver’s fault and
carelessness was identified as one of the factors that contributed to human error and
consequently contributed to the occurrence of traffic accidents or injuries among
drivers, passengers and person nearby. According to [6], the study found that the
most of RTA cases happened mainly depending on the conditions of the drivers and
also how the drivers react or respond towards the situation. Figure 1 shows the total
number of RTA cases reported specifically in Malaysia from year 2010 to 2015.

In this study, there are three factors related to humanerrorswhich are social factors,
driving behaviours and individual factors has been assessed thoroughly. Social factors
refers as the factor that affected performance of daily lifestyle of person including
exercise, smoking and entertainment [9]. Most of drivers like to smoke while driving
as daily habits especially in long distance journey. Furthermore, smoking habit lead
to distraction and decrease the driving performance of the driver. In fact, the driver
tends to react slowly compared in normal conditions especially during the emergency
situations. In addition, entertainment like listening to music and watching television
while driving is also another factor that possibly cause the distraction of driver
performance [7].

Next, misuse of mobile phone, not wearing seatbelts and high speed driving has
been identified as driving behaviours factor in order to assess the causes of RTA.
Using mobile phone while driving lead to the RTA happened because the drivers
are not really stay focused to finishing the journey. Drivers are routinely like to use
mobile phone not in hands-free mode, and not even if it’s in a device cradle. In fact,
nowadays there are many new applications available and consequently gives a self-



Contributing Factors Towards Human Errors on Road Transport Safety … 245

satisfaction towards driver especially the younger generation [3]. Furthermore, many
drivers tend to not wearing seat belts while driving and this behaviour could give
serious injuries if the vehicle crash or collide in the accident. According to [2] stated
that other factor like not wearing seatbelts and high speed speeding also leads to the
road fatality and injuries.

Meanwhile, individual factors which referred to lack in driving skill, serious
health problem and lower driving attitude also affected to the RTS. Lack in driving
skill contributes to RTA because drivers might get difficulties to manoeuvre the
vehicle when facing the dangerous situations. Based on study done by [12], lacking
of driving skill and experience among younger drivers is the most causes of RTS. In
other hands, health problem is referring to physical and mental conditions of drivers
while driving. Various health problem conditions were associated with an increasing
number of RTA risks [5]. These are the factors that contributed to the human errors
of the drivers in the occurrence of RTS.

Therefore, the driver’s issues should be highlighted in order to reduce the occur-
rence of RTS. Physical health or disease such as diabetes, high blood pressure and
injuries make the driver’s reaction became slower than normal. Moreover, mental
health problem also creates cognitive impairment against the driving task in normal
conditions. This problem can effect on how the driver’s feel, think and act rigor-
ously. Attitude problem is another elements of individual factors because many of
road users lack of self-discipline and tend to jeopardize the rules. These bad attitudes
has been derived from personal or family problems which arise at the workplace or
at home.

2 Methodology

All method involved in this study were carried out as shown in Fig. 2. This study was
conducted to determine human factors which effect the driving performance among
the commercial vehicle drivers.

A. Document Review

The documents analysis used to identify the human errors and accident statistics
among commercial vehicle drivers. All related documents from MIROS, Royal
Malaysian Police report and Department Transport of Malaysia has been reviewed
in order to acquire the statistical data regarding to RTA records.

B. Observational Technique

The first method used in this study was observation at the selected two roads for
two different locations around Pahang and Terengganu. This method able to give a
clear evidence to support the results obtained from the questionnaire. Observational
technique was conducted via video recording the misuse of cell phone, not wearing
seatbelts and smoking habit among vehicle commercial drivers who drove along
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Fig. 2 Research flow

the respective roads. These video(s) were recorded by the research who monitor the
driver behaviors near the traffic light.

In order to compare factors that contribute to human errors among commercial
vehicles drivers, the data obtained from three periods of time which identified as a
peak hour along the respective roads. The first period was recorded from 07:00 to
09:00 as a beginning of work or starting to deliver the passengers or packages in a
day. Then, the second period was from 12:00 to 14:00 as lunch break hour where the
increasing numbers of commercial driver re-route to restock the packages or taking
their passengers. Lastly, the time selected was starting from 1600 to 1800 as the time
of many commercial vehicle drivers were travelled back to home from work. These
three periods were chosen as peak hours traffic as the number of commercial vehicle
are considered high.

C. Questionnaire

A new set of questionnaire consist of 60 closed-ended questions were divided into
three different parts. In Part A, the questions related to the demographic informa-
tion. Meanwhile, Part B for RTS related the past accidents scenario and incidents
experienced by drivers. Lastly, Part C covered for questions on the social factor,
driving behaviours and individual factors that contributed to human errors. All these
questions has been assigned with score value.

Therefore, Eqs. 1 and 2were applied to calculate the average value and importance
index respectively. The first stepwas calculating the average value for each parameter
which has 5 items or questions in questionnaires. Then, followed by calculating the
importance index.
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Table 1 Range of score

Average Value = (v1× 1) + (v2× 2) + (v3× 3)+ (v4× 4)+ (v5× 5)

(Total number of respondents)
(1)

where,
V1 = number of response for never significant value
V2 = number of response for rarely significant value
V3 = number of response for sometimes significant value
V4 = number of response for often significant value
V5 = number of response for very often significant value.

Importance Index = Average Value

(z)
× 100% (2)

where,
z = Highest value on a scoring scale.
Level of importance factors that contributed to human errors were referred the

Green–Yellow–Red list (Yacob, 2017) as shown in Table 1.

3 Results and Discussion

i. Validity and Reliability Test Result

Pilot study referred as a pre-test for a particular research instrument before use for
collecting data. It helps to identify suitable questions for respondent and problems
that may lead to the biased answers. It also helps to identify which languages that
must be used for main data collection. In this study, 10 respondents participated in
the pilot study in order to improve the validity of questionnaires. The result as shown
in Table 2.

ii. Observational Results

Figures 3, 4, 5 and 6 show the data collection of total commercial vehicle drivers
and percentage of factors that contribute to human error on RTS among commercial
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Table 2 The Cronbach’s alpha result for the pilot study

Cronbach’s alpha (α) Cronbach’s alpha based on standardized items No. of items

0.932 0.934 60

Lorry Bus Taxi Lorry Bus Taxi Lorry Bus Taxi
07:00-09:00 12:00–14:00 16:00-18:00

Total (n) 101 11 3 200 13 15 185 12 11
Percentage of smoking (%) 3.96 0 0 3.5 0 0 0.54 0 0
Percentage of using mobile

phone (%) 2.97 0 0 3.5 0 0 4.86 0 0

Percentage of not wearing
seatbelts (%) 100 100 100 99.5 100 40 99.46 100 0
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Fig. 3 Totals of commercial vehicle at Jalan Bypass, Pahang

Lorry Bus Taxi Lorry Bus Taxi Lorry Bus Taxi
07:00-09:00 12:00–14:00 16:00-18:00

Total (n) 39 6 1 104 10 4 65 4 4
Percentage of smoking (%) 0 0 0 0 0 0 4.62 0 0
Percentage of using mobile

phone (%) 5.13 16.67 0 8.65 10 0 7.69 25 0

Percentage of not wearing
seatbelts (%) 100 100 0 97.12 100 25 89.23 100 25
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Fig. 4 Totals of commercial vehicle at Jalan Gambang, Pahang

vehicle drivers at Jalan Bypass, Jalan Gambang, Jalan Surau Panjang and Jalan
Chendering respectively. From the figures, most lorry drivers had all elements of
factors that contribute to human error compare to bus and taxi drivers as there were
high in total of lorries. The overall results indicated that many drivers had high
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Lorry Bus Taxi Lorry Bus Taxi Lorry Bus Taxi
07:00-09:00 12:00–14:00 16:00-18:00

Total (n) 61 1 3 157 12 3 96 8 5
Percentage of smoking (%) 11.48 100 0 6.37 0 0 5.21 0 0
Percentage of using mobile

phone (%) 3.28 0 0 8.28 16.67 0 6.25 0 0

Percentage of not wearing
seatbelts (%) 100 100 0 100 0 33.33 100 100 40
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Fig. 5 Totals of commercial vehicle at Jalan Surau Panjang, Terengganu

 

Lorry Bus Taxi Lorry Bus Taxi Lorry Bus Taxi
07:00-09:00 12:00–14:00 16:00-18:00

Total (n) 82 1 14 95 14 3 77 5 5
Percentage of smoking (%) 1.22 0 0 6.32 0 0 6.49 0 0
Percentage of using mobile

phone (%) 0 0 0 4.21 14.29 0 10.39 0 0

Percentage of not wearing
seatbelts (%) 100 100 100 98.95 100 66.67 100 100 60
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Fig. 6 Totals of commercial vehicle at Jalan Chendering, Terengganu

percentage on not wearing seatbelts. Based on [8], previous study also found that
most of commercial vehicle drivers were not wearing seatbelts while driving.

iii. Scoring Results

Table 3 shows the results of the identified factors based on the average value and
importance index. Exercise factor was the highest level in factors that contribute
to human error with 47.75%, followed by not wearing seatbelts, smoking, enter-
tainment, high speed driving, serious health problem, using mobile phone, lack of
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Table 3 Scoring value of the identified factors

skill driving and attitude problem with 34.75%, 33.45%, 33.15%, 30.2%, 29.55%,
28.7%, 26.95% and 26.6% respectively. However the level of importance of exercise
factor still in low score value. Most of the commercial vehicle drivers were answered
‘never’ for the answer option given in the questionnaire.

According to [1], only two out of three drivers exercise regularly prior the long
journey. Therefore, the exercise factor in other researchwas high percentage compare
to other factors but least impact to contribute the human errors on RTS. Meanwhile,
other research stated that commercial vehicle drivers had high percentage of body
fatigue after the long journey [4]. Therefore, the exercise factor needs to be considered
in contributing to the human error which indirectly lead to RTA.

iv. Inferential Analysis

Table 4 showsMann–Whitney test for the identified factor that contributed to human
errors among the commercial vehicle drivers at the selected roads in Pahang and

Table 4 Mann–Whitney test on the identified factors

Social factor Driving behaviour Individual factor

Mann–Whitney U* 732.0 754.0 742.5

Z-score − 655 − 444 − 556

P-value 0.512 0.657 0.578

*Mann–Whitney U is significant at the value (p < 0.05)
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Table 5 Relationship betweenFactors thatContribute toHumanError andRoadTransportAccident

Social factor Driving behaviour Individual factor

Road transport
accident

Correlation
coefficient (r)

0.363 0.539 0.708

p-value 0.001** 0.000** 0.000**

**Correlation is significant at the p value < 0.05 (2-tailed level)

Terengganu. The result indicated that Z-score and P-value for social factor, driving
behaviour and individual factorwere not significant differences between the commer-
cial vehicle drivers in Pahang and Terengganu, Z=− 6.55, Z=−444, Z=−556 and
p > 0.05. This is because both of these states has similar culture in driving behaviour
and lifestyles.

Table 5 shows the relationship between the identified factors that contribute to
human errors among commercial vehicle drivers at the selected roads in Pahang and
Terengganu. From this table, there was a very strong relationship between individual
factor and RTA, r(80) = 0.708, p-value < 0.05 followed by the relationship between
driving behaviour and RTA was strong with r(80) = 0.539, p-value < 0.05. Lastly,
the relationship between social factor and RTA was medium with r(80) = 0.363,
p-value < 0.05. Based on previous research results, there was significant relationship
between factors that contributed to human errors and the number of road accidents
[11].

4 Conclusion

As the conclusion, the highest level of the identified factors that contributed to human
errors among commercial vehicle drivers was exercise factor with 47.75% and the
lowest level was attitude problems with 26.6%. The ranking level of the identified
factors in ascending order which are exercise, not wearing seatbelts, smoking, enter-
tainment, high speed driving, serious health problem, using mobile phone, lack of
driving skill and attitude problem. The attitude problem shows the lowest level in
human errors because most of the commercial vehicle drivers were successfully
passed the comprehensive training provided by the company.

Based on the comparison result between commercial vehicles driver form Pahang
and Terengganu, it shown that there was no significant different between them due
to the similar culture in driving styles. Lastly, from the observational techniques, the
results showed that lorry drivers habits like smoking and not wearing seatbelts is
lower compared to other group of drivers. Most of lorry drivers were not wearing
seatbelts which major contributor to high percentage of RTA happened.

Acknowledgements Acknowledgement aremade to the following research funding,RDU1803175
for granting permission to produce this kind of research.
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Sprint Performance in Rugby Players:
A Systematic Review

Sharul Nizam Turiman, Zulkifli Ahmad, and Nasrul Hadi Johari

Abstract The purpose of this review is to summarize the recent research that has
examined the sprint performance and training of rugby players at different playing
standards. Research articles published between 2010 and 2020 in PubMed, Science
Direct and OATD were searched using key terms related to rugby player and sprint
movement. Twenty related articles investigating sprint performance in both men and
women players were included. Sprinting training were differently assessed using
GPS device, timing gate, high speed camera, stopwatch and performance profiler
database (PPD). Back rugby players were recorded sprint faster than forward players
with the average of 1.69 s± 0.06 s for 10 m sprint. On top of that, professional back
rugby players logged longer sprint distance in 15 side rugby game for male (353.0±
147.0 m) and 7 side rugby game both male (168.0 ± 88.2 m) and female (133.0 m)
player. Comparative analysis in terms of sprint performance between professional
and amateur players were also presented. The sprint performance recorded in this
review will be useful as the benchmark and guide for rugby training strategy at
different playing standards. Future studies should investigate the factors likely to
influence the player sprinting performance, especially on the technique and skills.

Keywords Rugby · Sprinting · Back and forward players

1 Introduction

Sprinting is running over a short distance at the top-most speed of the body in a
limited period of time. It is used in many sports that incorporate running, in rugby
game sprinting typically as a way of quickly reaching a target or goal or avoiding or
catching an opponent. Sprinting isn’t exactly just a sped-up version of our regular
running form during an easy run, It’s similar but different, the movement patterns
of running and sprinting are similar in that you still need to put one foot in front of
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the other, but different in that sprinting is a much more dynamic version of running
but more explosive, to be precise. Having enough traction for fast start and stop
movements or for performing quick changes of direction is therefore a key compo-
nent for the successful participation in modern sports [1]. Quickness on the field
with rapid accelerations and decelerations as well during cutting movements has
become increasingly important in the modern game of soccer, therefore footwear
plays an important role in assisting the player to perform fast movements on the
field while providing comfort and protecting the foot [2]. For rugby sport, the game
speed is faster on harder pitch playing surfaces [3]. The physical contact associated
with tackles and rucks induces a unique physiological response compared to other
team sports. Speed in rugby was moderately correlated to line breaks, tackle breaks
and tries scored which have been shown to be related to successful phase and team
outcomes. A decreased ability to perform repeated sprints may reduce the involve-
ment of the player in multiple rucks and open play, thus decreasing the number
of activities completed. In contrast, greater repeated sprint ability may increase the
player’s involvement in more rucks, emphasized by the loose forwards small corre-
lation between fatigue and first three on attack and defense, increasing the chance to
receive the ball and the subsequent involvement in more tasks [4].

The aim of this review is to provide a summary of the recent advances of sprinting
movement training of rugby players in different clubs. The recorded sprinting timing
according to different players’ criteria will be discussed alongside with the sprint
equipment technology and validity of the sprint assessment. The spring patterns
recorded in this study could be useful as the benchmark for future improvement in
player’s sprint ability.

2 Methods

This systematic review was conducted in accordance with the guidelines of
Preferred Reporting Items for Systematic Review and Meta-Analyses (PRISMA).
The databases searched were PubMed, OATD (Open Access Theses Dissertation)
and Science Direct, that were completed in end of November 2020. Searches were
limited to publication between 2010 and 2020, to ensure the latest advancements of
rugby players’ sprint movement training. The search term set “Rugby Sprint” was
used in all searches. All titles and abstracts were screened for inclusion based on
the criteria of interest, as stated in Fig. 1. Journal articles, theses, dissertations, and
conference abstracts were all included. Whenever the content of a thesis or disserta-
tionwas found to duplicate corresponding to journal articles, the thesis or dissertation
was excluded. Similarly, conference abstracts were excluded if they duplicated the
content of a published journal article. The full text articles of all remaining studies
were retrieved and screened to ensure they reported about sprinting. Bibliographies
of both review articles identified at any time during the search and the full text arti-
cles retrieved were read to identify any further articles that may need to be included.
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IDENTIFICATION 
Identified through database searching 

PubMed (n = 987 
Science Direct (n = 1060) 

OATD (n = 43) 

SCREENING 

Record after duplicates remove 
(n = 1030)

ELIGIBILITY 

Record included using titles and ab-
stract 

(n = 1030)

Record excluded with reason 
(n = 1010) 

Title unrelated to topic 
Abstract unrelated to topic 
Articles not in English 
Do not measure sprint data 
Unrelated to rugby sport 
Participant not rugby player 

INCLUDED 

Studies included full text 
(n = 20) 

Fig. 1 Flow diagram depicting the literature search (n = number of studies)

During this process, 1010 articles were excluded in the eligibility screening where
most of the articles do not record proper rugby sprint data.

3 Results and Discussion

3.1 Participant Characteristics

A total of twenty (20) studies were included in this review (Table 1) combining 1613
male players and 116 female players. Seven studies fromAustralia andNewZealand,
five from Spain, four from United Kingdom, two from USA and each for Ireland and
Brazil. Sixteen studies were on male rugby player only, three were on female and
only one study on both male and female.

Eleven studies accessed players in rugby seven (7) side competition style, three
studies on fifteen (15) side competition style, whilst seven studies did not specify.
Six studies observed junior players whilst the rest were seniors. From the 20 studies,
eleven studies involved professional player’s levels, two at university level and a
study involved state players.
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3.2 Sprint Monitoring Equipment

Majority of the studies used global positional system (GPS) device to tract sprinting
profile of the rugby players. The GPS device frequency are set between 5 and 15 Hz.
Other than that, five studies used timing gate and the rest used Performance Profiler
Database (PPD), high speed camera and stopwatch. The GPS unit usually fitted at
the upper back of rugby player (Fig. 2) to detect signals that are emitted by at least
3 Earth-orbiting satellites to give an accurate reading. The device determines the
player’s position at a given time to allow calculation ofmovement speeds and distance
travelled. Despite a possible underestimation of high-intensity running distance with
the time resolution of 10–15 Hz frequency, a good accuracy and reliability have been
reported for the assessment of peak sprinting speed for this GPS device compared
with that of an infrared timing system. Recent advancement of GPS tracking system
using global navigation satellite system (GNSS) can calculate specifically the player
position in terms of longitude, latitude and altitude [5]. Velocity is measured using
Doppler shift that is based on frequency changing due to movement of the receiver
[5]. However, prior to recording, the devices often need to be at the open area to
avoid interruption throughout the session.

Performance Profiler Database (PPD) contains data of players’ performance tests
measured from various strength and conditioning assessment. Smart et al. [7] used
PPD to monitor professional and amateur rugby players in New Zealand. Data were
collected from the stipulated New Zealand Rugby Union testing procedures and
entered into a database. The data may help rugby coaches and management to
develop strategies to improve a player’s performance in the long period of time,
based on the recorded playing profiles in multiple levels. The procedure aims to
provide standardize assessments protocols, however, the interpretation of the proto-
cols may be differed between individuals, especially in terms of nutrition intake,
hydration and the assessment timing. Nonetheless, players were typically tested by

GPS Tracker

Fig. 2 Photo of Catapult OptimeyeS5 that contain GPS device attached to the vest of a rugby player
[6]
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the same individual strength and conditioning coach, thus minimizing the variation
associated with multiple testers, no familiarization trials were performed as players
were familiar with testing protocols and had tested on numerous occasions before
the period of this study.

Sprints were also assessed using timing gates, either single beam [8] or dual-
beam electronic [9] timing gates. The electronic timing beam also referred electronic
photocells are commonly used in measuring sprint speed, agility and running pace.
Timing gates system can be considered as the gold standard because it is accurate and
eliminates human error. Nonetheless, the electronic photocells also prone to errors.
Single beam timing systems have been reported to increase the likelihood of false
signals, where infrared beam was broken by limbs rather than the torso [10]. The
five studies that used timing gate in Table 1 assessed players’ sprint performance at
5, 10, 20, 30, and 40 m. Players started sprint from a 2-point start, slightly behind
the first timing gate, and set off their maximal run through 40-m timing gate [8].
The best recorded time from each split and cycles will be used as players’ current
sprint performance. Figure 3 show the example of sprint assessment. High-Speed
Camera or slow-motion camera also used in measuring sprint performance. The
camera works by capturing video at a higher rate frame per second (fps), allowing
slow motion footage with high resolution or at least, less blur. Similar with other
sprint assessment method, players were instructed to run for more than 40 m from
the starting point and the speed was recorded at the poles of 5, 10, 20 and 40 m.
Wang et al. [11] used Casio EX-FH20 that is capable to capture high speed video at
1000 fps (224× 56 pixels) in their study to measure correlation of speed and agility
of junior players with isometric mid-thigh pull. Another study used stopwatch to
measure 40 m sprint. All recorded time were manually hand-held control upon the
players’ movement. The faster of the two 40 m sprints was recorded.

3.3 Sprint Movement

Rugby training intervention aims to develop a good foundation anaerobic fitness
among rugby players. Sprint is among the fundamental component of the training.
The reviewed articles in Table 2 reported sprint data of rugby players in rugby 7- and
rugby 15-side tournament. Particularly, five studies [13, 16, 20, 24, 26] investigated
male rugby players in 7-side competition whilst another three studies [12, 15, 25]
examined the distance covered by the player when making the sprint movement in
the game are acquired from actual competitive rugby tournament in different playing
level. The study differently recorded the sprint movement speed between 5.0 and
6.4 m s−1. The minimum distance covered by sprint movement in 14-min rugby
7-side game was 89.6 m ± 71.4 m recorded by forward players [20] whilst the
maximum sprint distance was 168.0 m± 88.2 m by back players [16]. For the rugby
15-side game, the minimum distance covered by sprint movement in 80-min game
was 64.0 m± 65.0 by forward players [25] and the maximum distance was 413.0 m
± 60.0 by professional player inMclellan and Lovel [15] study. Only Read et al. [25]
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Fig. 3 Sprint assessment of
the rugby repeated speed in
Smart et al. [7] using timing
gates

analyzed the sprint distance by player position for rugby 15-side in which the back
players sprint maximum distance covered was 353.0 m ± 147.0 m and the forward
was only 94.0 m ± 93.0 m. Most research generally confirms that male back player
sprinting more distance than the male forward player in both rugby 7- and rugby
15-side game.

Only three studies recorded the average number of sprints in a rugby game, 2
studies from Suarez-Arrones et al. [13, 16] on the 7-side games and Mclellan and
Lovel [15] on the 15-side competition. The maximum number of sprints recorded in
7- and 15-side International playing level was 4.5± 2.0 and 24.0± 6.0, respectively.
The different number of sprints between 7- and 15-side games is due to the play time
in rugby 15 side are 80 min and it gave more time for player to sprint in the game.
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Table 2 Male player sprint distance covered in rugby 7 and 15 side tournament

Study Competition
type

Playing level Position Sprint
distance (m)

Sprint
movement
speed
(m s−1)

No. of
sprint (n)

Suarez-Arrones
et al. [13]

7 side National – 137.0 ± 84.9 > 5.5 4.5 ± 2.0

Suarez-Arrones
et al. [16]

7 side National Back 168.0 ± 88.2 > 5.5 4.3 ± 1.5

Forward 133.0 ± 44.8 3.2 ± 1.6

Higham et al.
[20]

7 side National Back 137.2 ± 92.4 > 6.0 –

Forward 89.6 ± 71.4

Clarke et al.
[24]

7 side Junior – 93.8 ± 47.4 > 5.0 –

Senior – 126.9 ± 42.9

Elite – 148.639.1

Pereira et al.
[26]

7 side National – 146.6 ± 62.0 > 5.5 –

Kempton et al.
[12]

15 side Professional – 121.0 > 6.4 –

McLellan and
Lovell [15]

15 side Professional – 413.0 ± 60.0 > 6.1 24.0 ± 6.0

S-Professional – 298.0 ± 52.0 15.0 ± 7.0

Elite Junior – 237.0 ± 48.0 12.0 ± 7.0

Read et al. [25] 15 side Junior Back 165.0 ± 101.0 > 5.84 –

Forward 87.0 ± 86.0

Junior Back 319.0 ± 176.0

Forward 94.0 ± 93.0

University Back 353.0 ± 147.0

Forward 64.0 ± 65.0

Table 3 Female player sprint distance covered in rugby 7 side tournament

Study Playing level Position Sprint distance (m) Sprint movement
speed (m s−1)

Suarez-Arrones et al.
[14]

National – 181.0 ± 64.0 > 5.5

Portillo et al. [17] National – 47.0 ± 38.8

International – 118.8 ± 61.4 > 5.5

Clarke et al. [24] Junior – 93.8 ± 47.4

Senior – 126.9 ± 42.9 > 5.0

Elite – 148.6 ± 39.1

Malone et al. [27] International Back 133.0 > 5.5

Forward 102.0
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For female players, there are 4 recent studies [14, 17, 24, 27] examined female
players’ sprinting in 7-side (Table 3). Majority of the study recorded the sprint move-
ment speed at > 5.5 ms−1, only Clarke et al. [24] recorded the sprint movement speed
at > 5.0 ms−1. The minimum distance covered by sprint movement in 14-min rugby
game by female player was 47.0 m ± 38.8 [17] and the maximum distance was
181.0 m ± 64.0 [14]. Malone et al. [27] summarize the sprint distance by player
position in which the study shows back player sprint distance covered were 133.0 m
and the forward player sprint distance covered only 102.0 m.

Sprint and acceleration are important components in field sports where the ability
to cover ground quickly from varying starting speeds is critical to success. Table 4
shows 8 studies that have reported and acquired the data of rugby players sprinting
from repeated 5 to 40 m sprint assessment in controlled environment. In terms of
player playing level, the international back rugby player was faster with record of
1.69 s ± 0.06 s in 10 m sprint assessment and record of 5.09 s ± 0.16 s in 40 m
sprint assessment. For the junior playing level, the fastest time record by back junior
player are 1.76 s ± 0.12 s in 10 m sprint assessment and 5.32 s ± 0.22 s in 40 m
sprint assessment. It can be summarized that back rugby player is faster than forward
rugby player in any competition level.

4 Conclusion

Sprint capability is fundamental in rugby. It is usually a major determinants of elite
rugby teams that signify them from beginner and amateur teams. The reviewed arti-
cles comparing different population group of playing level and nation from different
rugby league. This study present table of distance covered in 7 and 15 side rugby
game for sprint movement and sprint assessment value for both male and female
rugby players. Studies comparing the rugby player for position of back and forward
found that the back player coveredmore distant in rugby game and the fastest sprinter
in 40 m sprint assessment. Also, when comparing between playing level, seem like
the international rugby player are more capable than any player in different playing
level based on the comparing result acquired. More studies are required with larger
number of female rugby player from different playing level. The study of sprint
assessment for the Asian player should be include in the future research to differen-
tiate the sprint movement ability between continents. The result from this research
can be used as a benchmark for rugby coach to select capable and qualified rugby
player for different playing level.



264 S. N. Turiman et al.

Ta
bl
e
4

Su
m
m
ar
y
of

sp
ri
nt

as
se
ss
m
en
to

f
ru
gb
y
pl
ay
er

St
ud
y

N
Pl
ay
in
g
le
ve
l

Po
si
tio

n
A
ss
es
sm

en
t(
s)

5
m

10
m

20
m

30
m

40
m

Sm
ar
te
ta
l.
[7
]

44
2

A
m
at
eu
r

B
ac
k

–
1.
70

±
2.
00

2.
93

±
3.
80

4.
12

±
4.
00

–

55
6

A
m
at
eu
r

Fo
rw

ar
d

–
1.
80

±
4.
50

3.
13

±
4.
20

–
–

D
ar
ra
ll-
Jo
ne
s
et
al
.[
8]

28
Ju
ni
or

–
–

1.
80

±
0.
06

3.
11

±
0.
09

4.
34

±
0.
14

5.
57

±
0.
18

R
os
s
et
al
.[
9]

12
In
te
rn
at
io
na
l

B
ac
k

1.
00

±
0.
04

1.
69

±
0.
06

–
–

5.
09

±
0.
16

10
In
te
rn
at
io
na
l

Fo
rw

ar
d

1.
04

±
0.
07

1.
75

±
0.
08

–
–

5.
22

±
0.
22

Se
itz

et
al
.[
18
]

24
E
lit
e
Ju
ni
or

–
–

1.
80

±
0.
09

3.
16

±
0.
10

–
5.
39

±
0.
23

T
ill

et
al
.[
19
]

35
(U

16
)

Ju
ni
or

–
–

1.
81

±
0.
07

3.
12

±
0.
11

–
–

35
(U

17
)

Ju
ni
or

–
–

1.
81

±
0.
06

3.
12

±
0.
10

–
–

34
(U

18
)

Ju
ni
or

–
–

1.
80

±
0.
06

3.
09

±
0.
11

–
–

34
(U

19
)

Ju
ni
or

–
–

1.
80

±
0.
07

3.
09

±
0.
13

–
–

D
ar
ra
ll-
Jo
ne
s
et
al
.[
21
]

14
(U

16
)

Ju
ni
or

B
ac
k

1.
01

±
0.
05

1.
77

±
0.
08

2.
99

±
0.
15

–
5.
45

±
0.
41

15
(U

16
)

Fo
r
w
ar
d

1.
09

±
0.
11

1.
88

±
0.
12

3.
21

±
0.
18

–
5.
87

±
0.
30

12
(U

18
)

Ju
ni
or

B
ac
k

1.
05

±
0.
04

1.
79

±
0.
06

3.
02

±
0.
10

–
5.
34

±
0.
17

12
(U

18
)

Fo
rw

ar
d

1.
07

±
0.
05

1.
84

±
0.
06

3.
14

±
0.
10

–
5.
63

±
0.
21

6
(U

21
)

Ju
ni
or

B
ac
k

1.
05

±
0.
07

1.
76

±
0.
12

3.
02

±
0.
15

–
5.
32

±
0.
22

9
(U

21
)

Fo
rw

ar
d

1.
09

±
0.
07

1.
82

±
0.
10

3.
12

±
0.
11

–
5.
52

±
0.
17

W
an
g
et
al
.[
11
]

15
N
at
io
na
l

–
1.
24

±
0.
10

1.
90

±
0.
11

3.
06

±
0.
14

4.
15

±
0.
18

5.
22

±
0.
22

L
a
M
on

ic
a
et
al
.[
23
]

25
U
ni
ve
rs
ity

–
–

–
–

–
5.
57

±
0.
38



Sprint Performance in Rugby Players: A Systematic Review 265

References

1. Grund T, Senner V (2010) Traction behavior of soccer shoe stud designs under different game-
relevant loading conditions. Procedia Eng 2(2):2783–2788. https://doi.org/10.1016/j.proeng.
2010.04.066

2. Hennig EM, Sterzing T (2010) The influence of soccer shoe design on playing performance:
a series of biomechanical studies. Footwear Sci 2(1):3–11. https://doi.org/10.1080/194242810
03691999

3. Caple M (2011) Mechanical behaviour of natural turf sports surfaces. Cranfield University
4. Smart DJ (2011) Physical profiling of rugby union players: implications for talent development.

Eur J Sport Sci 14(Suppl 1):1–182
5. ScottMTU, Scott TJ, KellyVG (2016) The validity and reliability of global positioning systems

in team sport: a brief review. J Strength Cond Res 30(5):1470–1490
6. Theodoropoulos JS, Bettle J, Kosy JD (2020) The use of GPS and inertial devices for player

monitoring in team sports: a review of current and future applications. Orthop Rev 12(1):1–7.
https://doi.org/10.4081/or.2020.7863

7. Smart DJ, HopkinsWG,Gill ND (2013) Differences and changes in the physical characteristics
of professional and amateur rugby union players. J Strength Cond Res 27(11):3033–3044

8. Darrall-Jones JD, Jones B, Roe G, Till K (2016) Reliability and usefulness of linear sprint
testing in adolescent rugby union and league players. J Strength Cond Res 30(5):1359–1364

9. Ross A, Gill ND, Cronin JB (2015) Comparison of the anthropometric and physical charac-
teristics of international and provincial rugby sevens players. Int J Sports Physiol Perform
10(6):780–785. https://doi.org/10.1123/ijspp.2014-0331

10. NewtonRU,Earp JE (2012)Advances in electronic timing systems: considerations for selecting
an appropriate timing system. J Strength Cond Res 26(5):1245–1248

11. Wang R, Hoffman JR, Tanigawa S et al (2016) Isometric mid-thigh pull correlates with
strength, sprint, and agility performance in collegiate rugby union players. J Strength Cond
Res 30(11):3051–3056. https://doi.org/10.1519/JSC.0000000000001416

12. Kempton T, Sirotic AC, Coutts AJ (2017) A comparison of physical and technical performance
profiles between successful and less-successful professional rugby league teams. Int J Sports
Physiol Perform 12(4):520–526

13. Suarez-Arrones LJ, Nunez FJ, Portillo J, Mendez-Villanueva A (2012) Running demands and
heart rate responses in men rugby sevens. J Strength Cond Res 26(11):3155–3159. https://doi.
org/10.1519/JSC.0b013e318243fff7

14. Suarez-Arrones L, Nunez FJ, Portillo J, Mendez-Villanueva A (2012) Match running perfor-
mance and exercise intensity in elite female rugby sevens. J Strength Cond Res 26(7):1858–
1862

15. McLellan CP, Lovell DI (2013) Performance analysis of professional, semiprofessional, and
junior elite rugby league match-play using global positioning systems. J Strength Cond Res
27(12):3266–3274

16. Suarez-Arrones L, Arenas C, López G, Requena B, Terrill O, Mendez-Villanueva A (2014)
Positional differences in match running performance and physical collisions in men rugby
sevens. Int J Sports Physiol Perform 9(2):316–323. https://doi.org/10.1123/IJSPP.2013-0069

17. Portillo J, Gonzalez-Rave JM, Juarez D, Garcia JM, Suarez-Arrones L, Newton RU (2014)
Comparison of running characteristics and heart rate response of international and national
female rugby sevens players during competitivematches. J StrengthCondRes28(8):2281–2289

18. Seitz LB, Barr M, Haff GG (2015) Effects of sprint training with or without ball carry in elite
rugby players. Int J Sports Physiol Perform 10(6):761–766. https://doi.org/10.1123/ijspp.2014-
0193

19. Till K, Jones B, Darrall-Jones J, Emmonds S, Cooke C (2015) Longitudinal development of
anthropometric and physical characteristics within academy rugby league players. J Strength
Cond Res 29(6):1713–1722

https://doi.org/10.1016/j.proeng.2010.04.066
https://doi.org/10.1080/19424281003691999
https://doi.org/10.4081/or.2020.7863
https://doi.org/10.1123/ijspp.2014-0331
https://doi.org/10.1519/JSC.0000000000001416
https://doi.org/10.1519/JSC.0b013e318243fff7
https://doi.org/10.1123/IJSPP.2013-0069
https://doi.org/10.1123/ijspp.2014-0193


266 S. N. Turiman et al.

20. Higham DG, Pyne DB, Anson JM, Hopkins WG, Eddy A (2016) Comparison of activity
profiles and physiological demands between international rugby sevens matches and training.
J Strength Cond Res 30(5):1287–1294

21. Darrall-Jones JD, Jones B, Till K (2016) Anthropometric, sprint, and high-intensity running
profiles of English academy rugby union players by position. J Strength Cond Res 30(5):1348–
1358

22. Suarez-Arrones L, Núñez J, De Villareal ES, Gálvez J, Suarez-Sanchez G, Munguía-Izquierdo
D (2016) Repeated-high-intensity-running activity and internal training load of elite rugby
sevens players during international matches: a comparison between halves. Int J Sports Physiol
Perform 11(4):495–499. https://doi.org/10.1123/ijspp.2014-0523

23. LaMonicaMB, FukudaDH,Miramonti AA et al (2016) Physical differences between forwards
and backs in American collegiate rugby players

24. Clarke AC, Anson JM, Pyne DB (2017) Game movement demands and physical profiles of
junior, senior and elite male and female rugby sevens players. J Sports Sci 35(8):727–733.
https://doi.org/10.1080/02640414.2016.1186281

25. Read D, Weaving D, Phibbs P et al (2017) Movement and physical demands of school and
university rugby union match-play in England. BMJ Open Sport Exerc Med 2(1):1–7. https://
doi.org/10.1136/bmjsem-2016-000147

26. Pereira LA, Nakamura FY, Moraes JE, Kitamura K, Ramos SP, Loturco I (2018) Movement
patterns and muscle damage during simulated rugby sevens matches in national team players.
J Strength Cond Res 32(12):3456–3465. https://doi.org/10.1519/jsc.0000000000001866

27. Malone S, Earls M, Shovlin A, Eddy A, Winkelman N (2018) Match-play running perfor-
mance and exercise intensity in elite international women’s rugby sevens. J Strength Cond Res
34(6):1741–1749. https://doi.org/10.1519/JSC.0000000000002547

https://doi.org/10.1123/ijspp.2014-0523
https://doi.org/10.1080/02640414.2016.1186281
https://doi.org/10.1136/bmjsem-2016-000147
https://doi.org/10.1519/jsc.0000000000001866
https://doi.org/10.1519/JSC.0000000000002547


Brief Review on Recent Technology
in Particle Image Velocimetry Studies
on Hemodynamics in Carotid Artery

A. Fahmi Huwaidi M. Noor and Nasrul Hadi Johari

Abstract Cardiovascular disease is number one causes of morbidity and mortality
in global. In-vitro studies are widely applied in the investigation of blood hemody-
namics under pathological conditions to diagnose atherosclerosis in carotid artery.
This article presents a brief review on the latest published articles was conducted
according to Preferred Reporting Items for Systematic Reviews and Meta-Analyses
on the particle image velocimetry (PIV) studies of blood flow in carotid artery geome-
tries. Fourteen (14) recent articles from 2016 to 2020 in main databases i.e. Scopus,
PubMed and ScienceDirect were included. The data of the published articles were
focused on the technical aspects of PIV flowmeasurement and were organized in two
categories i.e. carotid phantom geometries constructions and the blood mimicking
flow circuits. This systematic review paper summarises the updated methodology in
the PIV and identify potential areas to elucidate the accuracy and limitations of each
method.

Keywords PIV · Carotid artery phantom · Blood flow

1 Introduction

Atherosclerosis is one of the underlying problems to the cardiovascular disease that
causes the hardening and thickening of arterial wall due to the formation of plaque. In
2016 alone, cardiovascular disease (CVD) killed 15.2 million people, contributing
almost half of the global deaths in the year [1]. The atherosclerosis occurs in the
tunica intima, the innermost layer of arteries which direct contact with blood. It is
characterized by inflammatory processwhich triggered on blood contained high level
low of density lipoprotein (LDL) as well as abnormal wall shear stress [2, 3]. The
LDL accumulate in the intima layer which LDL undergo chemical modifications in
the inner layer of vessel wall called as plaque. The plaque include of dead foam
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cells, macrophages, smooth muscle cells and extracellular matrix [4]. The plaque
will cause lumen of blood body become narrow and stiff, hence reduces the arterial
compliance [5]. In carotid artery, the blood supply to part of the brain may cut off
if the blockage is left untreated. Moreover, if the plaque is unstable, it can rupture
and causing thromboembolism, where small pieces of the plaque are carried to the
cerebral network, blocking channels and causing ischemic stroke.

The CVDpatient need invasive treatment i.e. surgery to restore and improve blood
flow such as carotid endarterectomy, carotid angioplasty and stent placement and
arterial bypass graft surgery. Stent implantation is less invasive technique for treating
the narrowed artery and can restore blood to the brain [7] whilst endarterectomy is
an open surgery procedure to open narrowed or blocked blood vessels that supply
blood to the heart.

Hemodynamic analysis has been studied through in-vitro techniques by using a
physical representation measurement of blood flow in arterial system. There have
beenmany in-vitro studies for qualitative and quantitative flow visualization. Particle
ImageVelocimetry (PIV) has beenmost selected techniques in understanding the key
parameter to capture hemodynamic system. The PIV measurement may determine
3D flow phantommodel’s internal and external flow characteristics and provide para-
metric data such as velocity and wall shear stress data [5]. To date, the most common
method of flow phantom construction includes the core or mold making, casting
using silicone and extraction [6]. As the process is laborious and time consuming,
recent advances of 3D printing technology has enables the flow phantoms to be
constructed using transparent resin. The 3D printing techniques could print optically
clear wall resolution, typically using PolyJet and Stereolithography (SLA) [7]. This
is an alternative low-cost option to study an internal flow in complex geometries,
however, requires special attention to meet the suitable refractive index as compared
to conventional cast silicone.

The objective of this review article is to summarize the recent studies (from
2016 to 2020) of flow measurement used in blood vessel phantoms using PIV. The
methodology used in phantom construction including rapid prototyping of rigid and
compliant phantoms, blood mimicking flow circuit and experimental analysis are
also reviewed.

2 Methods

Themethodology used in the search and reviewof the literature follows the guidelines
of PreferredReporting Items for SystematicReviews andMeta-Analyses (PRISMA),
which can develop to help authors to report a wide array of systematic reviews.
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2.1 Search Strategy

A systematic search of the literature was carried out until 10 October 2020, with
the use of the keywords “PIV”, “Carotid” and “Atherosclerosis”, and the Boolean
operators AND, OR and NOT in the Scopus, PubMed, ScienceDirect and Microsoft
academic databases.

2.2 Study Selection

The selected articles are from the searchers like PubMed, ScienceDirect, Scopus
and Microsoft academic. The data have organized while remove duplicate article.
Then all the abstracts of the articles from selected papers were reviewed while the
complete texts selected were separated. The criteria used for searching database (1)
conference and thesis article. (2) not carotid artery (3) studies on animal (4) not in
English language, and (5) review paper.

3 Results and Discussion

After filtering and removing similarity finding keywords and related, of 286 studies
found in the publication database, total of 14 were selected to be included in the final
review. Details of exclusion are stated in the Fig. 1.

Article identification through 
data base searching (n=286)  

Unique article after removal  
duplicate 

Full text article for eligibility 
(n=14) 

Record excluded: 

Not carotid artery 
Other vessels 
Studies with animal 
Not in English 
Review paper 

Fig. 1 Flow diagram depicting the literature search (n = number of studies)
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3.1 Study Characteristics

A total of 14 recent studies were included in this review where the focus is to explore
the methodology used in the construction of the PIV phantoms and the flow profile.
Table 1 shows majority of the studies used idealized carotid artery phantoms in their
PIV measurements—only one study used patient-specific phantom [8]. In terms of
wall characteristics, there are 5 studies used compliant and flexible [6, 9–12] wall
whilst the rest are rigid. Details explanation on the phantom geometry construction
for both rigid and compliant wall will be described in next sections.

3.2 Phantom Geometry Construction

A realistic patient-specific geometry is perhaps among the key steps in obtaining
accurate PIV flow measurement [13]. Previous studies in computational modelling
used different medical imaging technique in capturing the flow domains such as
magnetic resonance image (MRI), computational tomography (CT) scanning, OCT
and IVUS, and others. The acquired medical images were segmented based on
thresholding and region growing technique using any available software such as
MIMICS, CAD, Segment and others. Blood vessels are not homogeneous in diam-
eter or wall thickness and have surface complexity and irregularity, especially at
bifurcation. However, there are only few studies in PIV that used patient-specific
geometry phantom.

Majority of previous studies used idealized or simplified model for PIV experi-
ments with the aims to compare different phantom geometry cases such as normal
and stenotic. A realistic patient-specific phantom requires special attention to the
irregularities of the wall surface and the thickness. [14]. In carotid geometries, bifur-
cation and curvature are also essential considerations and are difficult to create as a
3D phantom [9].

The only study with patient-specific phantom in Table 1 reconstructed the geom-
etry based on the MRI images using MIMICS software [8]. Other studies used ideal-
ized phantom geometries due to the difficulties in the rapid prototyping (RP) of
the mold and casting techniques that require advancement of the proses. Particu-
larly during the mold casting, the structure must be bubble free, the wall must be
transparent with a proper refractive index, suitable for PIV analysis. Conventional
phantom making process involve both mold and core fabrication and casting proce-
dure. Four studies used lost-core casting technique without specific information on
the core making process [8, 15–17] whilst three studies constructed the cores using
steel or alloyed using CNC [6, 12, 18] before the casting.

The advancement of technology in 3D printing has enables manufacturing of 3D
flow phantom in low-cost to be used with mold casting technique. Three studies
have involved 3D printer in the printing the phantom core for the mold [6, 12, 18].
Geoghegan [10, 19] are among the earliest community that utilized 3D printing in the
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core and mold making for the rigid and compliant phantoms. The core for the mold
was printed usually using PLAmaterials. For the rapid prototyping (RP) of phantom
materials, PDMS, PVA and Silicone (Sylgard-184) were mostly used. DiCarlo [17]
show the PIV-compatible carotid bifurcation phantoms were produced like a box in
the square PDMS compartment using lost-core casting. The study varied the stenosis
size in the internal carotid artery (ICA) at 30, 50 and 70% according to NASCET to
see the post-stenotic flow conditions.

3.3 PIV Setup and Flow Profile

PIV is a laser based optical measurement technique of flow visualization in exper-
iment to capture fluid velocity and related properties (Fig. 2). This technique uses
a light source of high intensity to illuminate small tracer particle across plane of
interest within phantom. The PIV setup consist of laser source to highlight the plane
for the high speed camera to record, 3D phantom geometry, a set of pump for the flow
profile generator and a computer interface for the data processing [26]. Successful
PIV analysis includes transparent and physiological relevant phantoms because easy
to observe blood flow during experiment. PIV measurement of the velocity vector
is according to a symmetry plane. Viewing the 3D model from any angle can cause
the optical distortion across image. Thus, need a proper calibration step by placing
Cartesian grid calibration on target plane during experiment.

Blood is a non-Newtonian liquid where in which the viscosity of blood decreases
with increasing of shear rate. The viscosity of the blood varies across gender, age,
healthy and shear rate. Bloodmimicking fluid is generally used in the PIV experiment

Fig. 2 (Right) PIV experimental setup including the flow circuits and (Left) Carotid bifurcation
with different stenosis sizes phantom [17]
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Table 2 Example of the content of blood mimicking fluid [27]

Fluid Ratio RI Density (kg
m3)

Dynamic
viscosity
(mPa s)

Blood @ 20 °C 1060 @ 37 °C 2.9–4.37

Water @ 20 °C 1.333 998.2 1.0016

Glycerine 1.474 1261.08 1.76

Water-glycerol-Nal 47.38–36.94–15.68 wt% 1.414 1244 ± 2 4.31

Water-glycerol 61.39 1.417 1156.6 10.6

to replicate the realistic properties of blood material. Table 2 show example of the
content of blood mimicking fluid in the experiment [27]. Another important factor
in optical experiment is the refractive index (RI) of blood mimicking fluid. This
refraction can cause distortion when capturing images of the internal fluid leading
to degradation of the experimental results. Most of researchers used RI to match the
refractive index of phantom wall and blood mimicking fluid to mitigate the issue. In
all PIV experiments listed in Table 1, the common refractive index used was 1.4.

Flow Profile. The blood pressure waveform in arteries varies as it travels [27]. Arte-
rial compliance, vascular resistance, cardiac output and arterial geometry affect the
pressure waveform. As pressure waves travel from the aorta and large arteries to the
narrower, less compliant distal arteries, they travel at a greater speed. The wave’s
rising portion is steeper and the overall systolic pressure continues to increase [26].

Figure 3 showbloodpressure and velocity profile at different region of arterial tree.
The variant of the curve patterns is depending on the size of the vessel and the loca-
tion. Two dimensionless numbers are important to consider in the study of pulsatile
biological flow to ensure dynamic similarity i.e. Womersley number and Reynold
number. The Womersley number (α) represents the ratio of the pulsation frequency
to viscosity [28] whilst the Reynolds number (Re) is important to relates inertial to
viscous forces. In the previous PIV experiment, the blood mimicking flow profile
was drive by several types of pump such as magnetic drive pump [16], computer-
controlled positive-displacement pump [17], perfusion pump [15] and piston pump
[10].

4 Conclusion

Cardiovascular diseases are a leading cause of morbidity and mortality around the
globe. PIV is one of the alternative ways to provide insights of hemodynamics in the
blood vessel and could provide foundation to the diagnosis and treatment of CVD. In
this article, recent PIV experiments from 2016 to 2020 were reviewed. In particular,
the recent methodology in phantom geometric reconstruction i.e. prototyping the 3D
phantoms, PIV setup and flow profile were reviewed. The advancement of compliant
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Fig. 3 Pressure and velocity profiles in different sites of vessels [29]

phantoms construction techniques surely could provide advantages in the future PIV
flowmeasurement on details hemodynamics especially at the stenotic site of a vessel.
This short review could be extended in the upcoming articleswith the relative benefits
and costs of each experimental options.
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Characterization Porous HA/SiO2
Composite Prepared Using Natural
Space Holder

Amir Arifin , Gunawan , M. Wahyudi Amin, Alim Mardhi,
Ganang Trycahyono, and Firmansyah Burlian

Abstract Hydroxyapatite based on bovine bone has been developed in addition to
medical needs, adsorbents, catalysts, and other engineering applications. The use
of hydroxyapatite-based catalysts in the industry is still very high, one of which is
solid catalysts. This study aims to develop a solid porous catalyst from a HA/SiO2

composite. The porous compositewas preparedwith SiO2 asmuch as 25%of the total
weight fraction and utilized sweet potato powder heated at a temperature of 150 °C as
a space holder. The manufacturing process begins by mixing hydroxyapatite powder
(200 μm), SiO2 powder (200 μm), and purple sweet potato powder (200 μm), then
mixing it using a ball mill with a rotating speed of 225 rpm for 1 h. The mixture
was then put into the molding and compacted with a pressure of 69.805 MPa. The
green body was then sintered at 1100 and 1200 °C and held for 3 h. Apparent density
measurementswere carried out using theArchimedesmethod, and the highest density
was 1.4983 g/cm3 with a porosity of 50.34% in the 30% space holder specimen. The
XRD test shows that the dominant phases are hydroxyapatite (HA), β-TCP, and SiO2.
The compressive strength test showed the highest average compressive strength of
33,073MPa in the 30% space holder specimen. The SEMobservations showed pores
formed in the sampleswith varying sizes ranging from4.510 to 67.32μmand showed
interconnecting porous.

Keywords Porous · Hydroxyapatite · Space holder · Powder metallurgy

A. Arifin · Gunawan (B) · M. W. Amin · G. Trycahyono · F. Burlian
Department of Mechanical Engineering, Sriwijaya University, Indralaya, Sumatera Selatan 30662,
Indonesia
e-mail: gunawan@unsri.ac.id

A. Mardhi
Center for Nuclear Reactor Technology and Safety—BATAN, Nuclear Serpong Area,
PUSPIPTEK complex Building 80th, South-Tangerang, Banten, Indonesia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. H. A. Hassan et al. (eds.), Human-Centered Technology for a Better Tomorrow,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4115-2_22

279

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4115-2_22&domain=pdf
http://orcid.org/0000-0002-9794-5478
http://orcid.org/0000-0002-6362-0990
http://orcid.org/0000-0002-3602-6099
mailto:gunawan@unsri.ac.id
https://doi.org/10.1007/978-981-16-4115-2_22


280 A. Arifin et al.

1 Introduction

The development of science in the health sector has developed very rapidly, including
efforts to improve the body to develop in linewith the increasing number of accidents.
Efforts to repair the body include using biomaterials that are non-toxic, can work
following the compatibility of the recipient body (biocompatible), and can quickly
form direct bonds with bones (bioactive) [1].

Calcium hydroxyapatite, Ca10(PO4)6(OH)2, commonly referred to as HA, is a
synthetic biomaterial similar to the biology of HA, which is a structural component
of humanbones and teeth.HAwidely used for various bone anddental implants due to
its excellent biocompatibility and bioactivity. It binds firmly to the bone and supports
the Osseointegration of the bone-implant, which is necessary to minimize damage to
the surrounding tissue. BCP ceramics, consisting of a mixture of hydroxyapatite and
beta-calciumphosphate (β-TCP,Ca3(PO4)2) are considered useful in promoting bone
formation at the implant site. The bioceramic properties of BCPs can be attributed
to the fact that they consist of the more stable HA stage and the highly soluble TCP
[2].

Bovine bone heated at 600–1000 °C shows the formation of pure hydroxyap-
atite and the crystallinity of HA increases with an increase in heating tempera-
ture. At a temperature of 1100–1200 °C, it is found that a small portion of B-TCP
shows the partial decomposition of hydroxyapatite however, the calcination process
at temperatures below 1000 °C is preferred [3].

The application of porous hydroxyapatite in the non-medical field is packaging
media, catalysts, gas sensors, and columnchromatography [4].Hydroxyapatite serves
as the main catalyst for the preparation of ribose from formalin and glyceralde-
hyde [5]. The utilization of biowaste as a resource of catalyst for biofuel production
increased in the recent report due to its low cost and sustainability [6].

Researchers have developed various methods to make porous hydroxyapatite,
one of which is by using a space holder. At the sintering process, a porous structure
(sponge) will be formed in the hydroxyapatite composite caused by the burnt space
holder during the sintering process [7]. Recently, several types of natural space
holders have been developed as alternative space holders, which are abundant, cheap,
and easy to process [8, 9]. However, the resulting porous hydroxyapatite still shows
low mechanical strength. In this study, the porous HA/SiO2 composite material used
a purple sweet potato space holder then characterized its properties.
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2 Materials and Method

The first thing that is done from this research process is to prepare all the tools and
materials regarding the system related to the materials to be processed, hydroxyap-
atite (HA) extracted from bovine femur bones obtained from the local waste restau-
rant. Hydroxyapatite is produced using a calcination process as previous research
[10].

The raw material for reinforced in the form of SiO2 was obtained from glass
waste that crushed using grinding, then continued using mortar, and then sieved into
a powder measuring 200 μm. The space holder’s raw material, i.e., sweet potato, is
collected from the local market and then processed independently. Refer to the TGA
result; the space holder was sieved into a 200 μm powder and then heated in an oven
at a temperature of 150 °C for 1 h.

The preparation of porousHA/SiO2 compositeswas carried out bymixing hydrox-
yapatite powder, reinforced powder, and space holder powder using a ball mill for
1 h at a speed of 225 rpm. The composition reinforced SiO2 with 25% of the total
weight fraction that then added space holder with variation 20 and 30% of the weight.
The powder that has been mixed is then weighed as much as 10 g and put into the
molding. The pressing process is then carried out using a compacting device by
applying a pressure of 69.805MPa for 10 min. Furthermore, in the sintering process,
the molded specimen is put into an electric furnace heating rate of 10 °C/min. Then
at a temperature of 600 °C, it is held for 1 h to give enough time for the space holder
to burn completely. Heating then continued with a higher temperature with sintering
temperature variations of 1100 and 1200 °C, with holding time for 3 h.

Todetermine themechanical, physical and chemical properties of porousHA/SiO2

composite some characterization process has been performed including Thermo
Gravimetric Analyzer (TGA) on TA Instruments TGA Q500, X-Ray Diffraction
(XRD) testing on Rigaku MiniFlex 600, Scanning Electron Microscopy (SEM) on
Inspect S50 testing by FEI company. Composite density is determined based on
Archimedes’ theory. The compressive test is carried out on a porous cylindrical
specimen; the testing was carried out using a Universal Hydraulic Testing Machine.

3 Results and Discussion

Porosity of samples at various space holder (SH) percentages as depicted in Fig. 1
can be seen that the porosity shows the average percentage value of porous HA/SiO2

composites with 20%of SH at 1100 °C of 42.01% smaller than at 1200 °C of 44.61%.
Meanwhile, HA/SiO2 composites with 30%of SH at 1100 °C has an average porosity
value of 41.24% at 1200 °C temperature of 44.50%. The results show an increasing
porosity trend when sintered up to 1200 °C.

The results obtained in this study are in good agreement with previous studies
[11], where the average porosity increases with increasing sintering temperature. The
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Fig. 1 Porosity of 75%
HA/25% SiO2 composites at
1100 and 1200 °C with
various space holder (SH)
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increase in porosity was due to an increase in the lost mass of SiO2. Based on TGA
analysis, when heating at 1200 °C, it loses more weight than 1100 °C. So, because at
a temperature of 1200 °C, more SiO2 mass lost will increase the sample’s porosity.

The XRD test for the bovine bone powder that has been calcined at a temperature
of 900 °C can be seen in Fig. 2. From the resulting graph, the XRD test graph after
calcination at 900 °C has peaks that are almost the same as the ICDD09-432 standard
for hydroxyapatite. It shows 5 highest peaks at the angle of 2θ equal to 32.13, 26.27,
49.82, 47.07, and 40.18°. The SiO2 XRD test obtained in Fig. 3 has graphical results
similar to those of the reference SiO2 graph [12].

XRD test results of porous HA/SiO2 composites figured in Fig. 4. For this graph,
the peaks that appear are hydroxyapatite, β-TCP, and silica. The one that dominates
the peaks in the 1100 °C temperature specimen is hydroxyapatite, which has 14
peaks, then β-TCP with six peaks then silica has a peak number of 2 peaks. The
hydroxyapatite peak is marked (HA), while the β-TCP peak is marked with β, and

Fig. 2 XRD of Calcined
bovine bone at 900 °C
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Fig. 3 The spectrum of SiO2 powder XRD results

Fig. 4 The spectrum XRD results for porous 75% HA/25% SiO2 sintered at 1100 °C

the silica peak is marked with SiO2. The HA has been decomposed to β-TCP at a
sintering temperature of 1100 °C.

Figure 5 shows XRD test results of porous HA/SiO2 composites that have been
sintered at a sintering temperature of 1200 °C. It can be seen that the peaks that appear
are hydroxyapatite, β-TCP, and silica. The peaks in this temperature specimen, the
dominant peak, are still the same at 1100 °C, namely the hydroxyapatite peak with
14 peaks, while for the β-TCP peak, it has a peak of 7 peaks, and then for silica, it has
two peaks. The more HA has been decomposed to β-TCP at sintering temperature
of 1200 °C than at lower temperatures.

The test (TGA) of the Thermo Gravimetric Analyzer is useful for determining the
speed of change in weight to the temperature function of sweet potato powder from
room temperature to 600 °C. It can be seen that at the initial temperature (Fig. 6),
49.78 °C, the weight of sweet potato powder is still 100%. The weight reduction of
sweet potato powder began to be seen at a temperature of 200.2 °C with a weight
of 94.88% until the final temperature is 586 °C; the weight of sweet potato weights
0.99%. The weight reduction does not reach 0% because at a temperature of 600 °C,
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Fig. 5 The spectrum of XRD results for 75% HA / 25% SiO2 composites with 20% SH sintered
at 1200 °C

Fig. 6 TGA of sweet potato

the sweet potato powder remains in the form of ash. During the sintering process,
the sweet potato powder will become a pore agent on the specimens.

The results of the compressive strength test at Fig. 7 can be seen that it has
a graphical form of an increase in the average compressive strength. The porous
HA/SiO2 composite of 20% SH at a temperature of 1100 °C having an average
compressive strength of 7735 MPa. However, for a temperature of 1200 °C it has
an average compressive strength of 28.008 MPa. The same trend also can be found
at HA/SiO2 composite of 30% SH which has an average compressive strength of
33,073 MPa at the temperature of 1200 °C.

The compressive strength increases with increasing sintering temperature because
the composite materials diffuse to one another. In this study, each temperature’s
average strength is much greater than in previous studies [8] because the composite
has reinforced silica and modified on SH processing.
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Fig. 7 Compressive strength test for composite 75%HA/25% SiO2 porous at various sweet potato
space holder percentages

During the sintering process, the composite undergoes a more significant decom-
position process that the resulting value of porosity is smaller and causes the compres-
sive value to increase as the porosity value decreases in the composite. The decreasing
porosity value is due to the variety of space holder powder treatment used in this
study. The heat treatment was carried out at a temperature of 150 °C for one hour,
while the previous research only reached the powder stage. In previous studies [8],
where the same SH is used, the maximum compressive strength at a temperature of
1200 °C was 4.41 MPa. There is a possibility that this might happen because water
vapor has been lost when heating at 150 °C; there is no excessive evaporation, which
encourages the bonding of particles during sintering, which can reduce the strength
of the bonds between particles.

In the observations using SEM, the porous HA/SiO2 composite at two different
magnifications can be seen in Fig. 8. The composite has seen the shape and size of
the pores, and the pores appear due to the loss of space holder used in the composite.

Fig. 8 SEM observations of composites 75% HA/25% SiO2 with 20% SH 1200 °C at 2 different
magnification
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It can be seen that the shape and size of the micropores have variations ranging from
10.35 to 67.32 μm. It also can be seen clearly that some pores are interconnected.

4 Conclusion

Porous composite HA/SiO2 successfully fabricated using sweet potato starch as a
space holder. The porosity shows an increasing porosity trend when sintered up to
1200 °C, due to at a temperature of 1200 °C, more SiO2 mass lost increase. The XRD
testing ofHA/SiO2 composites at temperatures of 1100 and 1200 °C depicts 3 phases,
namely hydroxyapatite, β-TCP, and silica. The dominant phase is the hydroxyapatite
phase, followed by the β-TCP phase and the silica phase. The compressive strength
test was found that the HA/SiO2 porous at the temperature of 1200 °C has an average
compressive strength of 33,073 MPa. The Scanning electron microscopy (SEM)
clearly shows pore in micro size and interconnected porosity.

Acknowledgements The authors would like to convey their great appreciation to Universitas
Sriwijaya for supporting this research.
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12. Musić S, Filipović-Vinceković N, Sekovanić L (2011) Precipitation of amorphous SiO2
particles and their properties 28(01):89–94



Fabrication of Titanium-Matrix
Composite with 40 wt% Hydroxyapatite
by Powder Injection Molding

Aditya Reza Haswendra, Amir Arifin , Abu Bakar Sulong ,
Norhamidi Muhamad, Gunawan , and Barlin

Abstract In this work, the performance of composites feedstock HA/Ti for metal
injectionmolding is investigated by rheological characterizationwith powder loading
65%. Titanium and Hydroxyapatite (HA) powder are mixed with a composite binder,
which consists of Palm Stearin (PS) and Polyethylene (PE). The rheology properties
are investigated by Shimadzu CFT-500D rheometer. Thermal debinding is utilized
for removing the binder system under argon gas. The sintering process is performed
under argon conditions at temperature 1200 °C for 2 h. The feedstock 60 wt%Ti
and 40 wt%HA show pseudopalstic behaviour which is indicating suitable for MIM
application. On the sintered part, Ca:P ratio of HA has changed based on the standard
value of HA(1.67) as an indication decomposition of HA. Cracks have been observed
on part of composite HA/Ti by SEM due to differences in thermal expansion of
the two materials and not a good diffusion between HA and Ti. For further work,
modification in the composition of mixture and sintering parameters are required to
reach an optimal result.

Keywords PIM · Composite HA/Ti · Palm stearin

1 Introduction

Powder InjectionMolding (PIM) is one part of powder metallurgy, which has advan-
tages in fabricate small parts and have complex shapes in large numbers. PIM is
usually comprised of several steps such as mixing, injection, debinding, and ending
with sintering [1].
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Titanium alloys and Hydroxyapatite are well-known materials for application
biomedical [2–6]. Titanium has well in specific strength, corrosion resistance and
lower young’s modulus close to cortical bone young’s modulus (10–30 GPa). Beside
some advantage that mentions previously, Titanium has poor biocompatibility prop-
erties. Hydroxyapatite (HA) has chemical and structure properties being similar to
the human bone. HAhas excellent on biocompatibility properties but hasweakness in
mechanical properties, additional of HA into Titanium Alloy is expected to enhance
the biocompatibility properties of Titanium. Moreover, the combination of titanium
and HA can be applied to load-bearing applications.

In these experiments, the binder system used comes from Natural Binder, namely
palm stearin. It will be combined with Polyethylene who served as the backbone to
keep the shape of the specimen. The use of palm stearin as a binder has been widely
used by some previous researchers [7–9]. Palm stearin has the advantage of easily
removed via solvent debinding in addition to its environmentally friendly [10].

Some author has performed to combine HA and titanium alloy using plasma
spraying and powder metallurgy (PM) [8–12]. In term of Powder metallurgy (PM)
technique. Fabrication HA/Ti composite tend to rare although PIM itself has many
advantages compared to other PM technique. PIM has the advantage when producing
small part with complex shapes in large amounts [11, 12].

This paper is the initial step in the development of HA/Ti composite using
MIM. Characterization was performed on the powder and binder including feedstock
characterization and some stage subsequently such as debinding and sintering.

2 Methodology

Figure 1a shows Ti6Al4V powder with an average size 20 μm which was kindly
supplied by TLS Technik GmbH & Co. Hydroxyapatite powder with average size

Fig. 1 Scanning electron micrograph of Ti6Al4V powder (a) and Hydroxyapatite (b)
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Fig. 2 Critical volume
percentage of composite
HA/Ti with 60 wt%Ti and 40
wt% HA

Table 1 Binder system

Binder Type Melting temperature (°C) Density (g cm3)

Palm Stearin (PS) Primary, surfactant,
lubricant

61 0.89

Polyethylene (PE) Backbone 127 0.91

5 μm has been purchased by Sigma-Aldrich as shown on Fig. 2b. Ratio powder
between titanium and hydroxyapatite is 60wt%Ti: 40wt%HA.

Binder systems were utilized in this work consist of 60 wt% palm stearin and 40
wt% Polyethylene as shown on Table 1. Brabender® was used to mix powders and
binder at temperature mixing 150 °C and mixing speed 30 rpm. The mixing temper-
ature was determined by the result of Differential Scanning Calorymetry (DSC) test
for both binders. Mixing temperature should be higher than the melting point of the
binder to make sure binder system easy to mix with powders. Melting temperature
of palm stearin and polyethilene are 53.97 °C and 124.75 °C, respectively.

Powder loading value was determined by critical powder volume percentage
(CPVP) test, According to German and bose [1] optimal powder loading value 2–
5% less than the critical value. To obtain critical value, oleic acid was added into the
composite powder HA/Ti mixture in 1 mL for every 5 min. The volume of oleic acid
correlates with torque value can be defined as

CPV P = 100 × V f

V f + Vo
(% ) (1)

Binder system on the part was removed using thermal debinding with two stages.
Brown part was sintered using a tube furnace under argon condition at temperature
1200 °C for 2 h. The sintered part was characterized by scanning electronmicrograph
and EDX to investigate morphology and phase.
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3 Results and Discussion

3.1 Critical Solid Loading

Critical solid loading is a situation of powder particles that are packed as tightly
as possible without involving external pressure and the gap between particles has
been filled by the binder. Parameters powder such as particle size distribution and
particle shape tend to influence of critical solid loading of powders [1]. In the case of
bimodal powder, the different sizes of powder, the maximum of packing density can
be reached due to the space formed by large particles are filled by small particles.
Moreover, the ratio both of powders tends to play an important role to determine
their packing density [13].

Figure 2 shows maximum torque was reached on 69.5% when oleic acid is added
at in 1 mL for every 5 min. Optimal powder loading according to German and Bose
[1] is lower than 2–5% from critical solid loading. Powder loading 65% was chosen
for investigation in terms of shear rate and viscosity.

3.2 Rheology

Homogeneity of feedstock can be evaluated using the rheological test. Commonly,
the method to measure feedstock for metal injection molding is capillary rheometry.
It can capable to characterize the flow behavior of shear rate in a wide range [14, 15].

Figure 3 shows the capillarity rheometry testing result for composites HA/Ti
at temperatures 160, 180, 200, and 220 °C. Composite HA/Ti feedstock at every
temperature testing tends to in pseudoplastic condition which is viscosity decrease
with shear rate. It was indicating no separation between powder and binder. Figure 3
also shows viscosity tends to decrease with increasing temperature due to expansion
thermal of binder and disentanglement of the molecular chain [16]. At the highest

Fig. 3 Correlation of
viscosity and shear rate at
temperature 160, 180, 200
and 220 °C
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Table 2 Flow behavior
index, n

Temperature (oC) Flow behaviour index (n)

160 0.337

180 0.197

200 0.336

220 0.203

temperature (220 °C) there was no decrease in viscosity. It was believed due to the
saturated condition of the binder.

This phenomenon can be expressed with the power law equation (Eq. 2) and flow
behavior index n where η is the viscosity and K is the constant.

η = Kγ n−1 (2)

Pseudopalstic behavior can be identified if flow behavior index n is less than 1.
Table 2 shows all of the values of n less than 1. Feedstock at temperature 160 °C has
the highest value of 0.337 that indicating has better rheological stability and greater
pseudoelasticity.

The sensitivity of feedstock also can be measured based on activation energy, E,
using the Arrhenius equation. Feedstock with low energy activation tends to be more
suitable for application MIM due to produce fewer defects. Arrhenius equation can
be defined as;

η = η0 exp

(
E

RT

)
(3)

where ηo is viscosity, R is gas constant and T is the temperature in Kelvin. Based on a
calculation using Arhenius equation, the lowest energy activation was 23.29 kJ/mol
at temperature 160 °C and the highest value was 38.89 kJ/mol at temperature 180 °C.
As shown in Fig. 4, feedstock under temperature 160 °C tends to have a lower gradient
value.

3.3 Injection Process

The injection process was performed using an injection molding machine (DSM
Xplore InjectionMolding) as shown of Fig. 5a. The injection process was performed
successfully under powder loading 65vol%at 100, 150 °C, and 5 bar formold temper-
ature, melt temperature, and injection pressure, respectively. Figure 5b presents
an injected part composite HA/Ti. Determination of the injection molding process
parameter is based on the highest melting point temperature of the binder. In addi-
tion, rheological results are also used as a factor in determining the temperature of
the injection.
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Fig. 4 Temperature vs
dependence of viscosity

Fig. 5 DSM Xplore
Injection Molding
(a) Injected part composite
HA/Ti (b)

3.4 Debinding Process

The main objective of debinding process is removing the binder in a short time
without defect on the part [17]. 60 wt% palm stearin and 40 wt% Polyethylene were
removed through thermal debinding under argon flow.

Debinding process was performed successfully using thermal debinding with two
stages was utilized to remove binder with debinding temperature 320 and 500 °C. In
the first stages, low heating rate 3 °C/min was used to remove palm stearin, which
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has lower molecular weight components. A low heating rate in the early stage was
required to avoid defects on debound part. At the next stage higher heating rate was
used (5 °C/min).

3.5 Sintering Process

SEM result shows the structure of composite Titanium alloy and HA which Tita-
nium alloys particles as reinforced and the matrix is HA. Titanium alloys particles
uniformly distributed on the surface of the sintered part. Moreover, on the surface
of sintered part has been observed cracks. The initial crack was started from tita-
nium particles as shown on the Fig. 6. It was believed as a result of the difference
of thermal expansion titanium and hydroxyapatite. Moreover, between titanium and
HA particles, there is no good diffusion bonding due to the secondary phase resulted
by Titanium and HA interaction. The presence of a secondary phase on the surface
of the titanium particles prevents the occurrence of diffusion.

Energy Dispersive X-Ray Analysis (EDX) is an x-ray technique used to identify
the elemental composition of materials. In this work, EDX was conducted on the
surface composite HA/Ti to identify elements particularly on the surface of titanium
particles. EDX results for composite HA/Ti are shown on Fig. 7.

Figure 7 shows on the sintered part have occurred secondary phase of hydrox-
yapatite, on the vicinity of titanium particle as shown on the pink box, the compo-
sition ratio of Ca/P is 2.36. On the surface of titanium particle EDX analysis also
was conducted to identify the composition of elements. EDX result revealed that the
composition ratio ofCa/P is 0.58.Ca/P ratio phase standard forHA is 1.67 however on
elevated temperatureHA tend to decompose become secondary phases such as TTCP,
TCP, and some amorphous phase [18–20]. Another author also reported occurred
some phases such as Ca2Ti2O5, TiO2, and CaTiO3 as a result of interaction Ti and
HA at elevated temperature [21, 22].

Fig. 6 Sintered part of
composite HA/Ti with
sintering temperature
1200 °C, heating rate
7 °C/min, and holding time
2 h
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Fig. 7 EDX result of composites HA/Ti

4 Conclusion

Composite HA/Ti with binder system palm stearin and hydroxyapatite has shown
pseudoplastic behavior. Dilatants behavior on feedstock was not observed as an
indication of homogeneity of feedstock. Removal of binder using thermal debinding
with two stages has been performed successfully without defect on debound part.
Crack on the surface of sintered part has been observed due to differences in thermal
expansion and both Ti andHAwere not diffuse well. A new phase on the sintered part
has been observed as a result of the decomposition of HA and a result of interaction
HA and Ti. To achieve the optimal result on the sintered part modification in powders
composition and parameter on the sintering process is required.
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Analysis of the Influence of Service
Quality and Audience Loyalty Interest
in the Volleyball Tournament Events:
A Case Study of Tulungagung Regency

Tito Pangesti Adji, Mansur, Kukuh Hardopo Putro,
Kukuh Wahyudin Pratama, and Aida Mustapha

Abstract Tulungagung Regency is one of the districts whose people are very enthu-
siastic about volleyball. The main research aim for this paper is to examine the
service quality by the volleyball tournament organizer at Tulungagung and its rela-
tionships towards satisfaction and audience loyalty in the game of volleyball. This
research adopts a descriptive methodology with mixed qualitative and quantitative
approaches. The population in this study were a total of 100 volleyball viewers in
Tulungagung Regency taken by random sampling. The data collection technique is
using a questionnaire. From the analysis, the level of audience satisfaction towards
event organizers involved in the arena is 46%, while for the influential category it
reached 54%. Security is very influential, reaching 55%. The quality of the national
level professional players who competed was very influential, reaching 72%. The
ticket to the match has less effect alone, reaching to 25%. Means for entertainment
are also very influential, reaching 33%. Regarding doorprize, it is less influential,
whereby 63% has no effect. The quality of the field, the influential category reached
72, 24% is effective, and 4% had no effect. The findings are hoped to be beneficial to
every event organizer that will hold volleyball tournament events in terms of ensuring
quality of services and retaining audience loyalty.
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1 Introduction

The progress and development of the world of sports in the current phase have begun
to enter various fields, including one in the industrial world. This moment can be
observed clearly and we can prove it by increasing the variety of sports industry
products such as shoes, sports clothes, fitness equipment or in the form of services
in the sports sector. The growing development of the world of business in the field
of sports like this is a promising profit opportunity for the community in meeting
the needs for equipment and entertainment in the sports field [1]. It does not always
have to be a user, but the opportunity to be part of the progress and development of
this open sports business has enormous opportunities.

So in brief we can conclude that the progress and development of the world of
sports is not limited to its role as a tool for the development of physical and mental
fitness, in a healthy body, a means of recreation, or limited to competition. But in
this case sport can also be a source of income in generating economic coffers for
the income of the community itself, and can also be a means to raise the dignity
and degree of the state [2]. In the current era of globalization, the sports industry
has become a promising business opportunity to be developed and even become
one of the main commodities that is inevitable, and has become the most frequently
discussed in everyday life.

The development of business in the service sector in the current period has
increased so rapidly and its development has resulted in tighter competitiveness
among private companies, thus making service-oriented companies obliged to work
more effectively and efficiently [3]. In the business, especially in the sport of volley-
ball, it has experienced a very rapid increase, both in terms of quality and quantity
in Tulungagung. In terms of the quality presented, you can see for yourself its appli-
cation in the field with better service, suitability of costs and facilities provided to
customers [4].

Customers here are the spectators and connoisseurs of volleyball as users of facil-
ities and services who pay fees, many influenced by several internal and external
factors. In the current competitive power of many companies in various sports indus-
tries, it seems that the competition for customers or spectators or even athletes them-
selves affects their needs in the market [5]. A volleyball event or tournament in terms
of its activities will become mandatory to manage it properly, so having professional
management in marketing, human resources, integrity of these factors will be the
key to success in improving business performance.

The progress that is getting better in all these fields has resulted in a change
in mindset in society. Nowadays society is becoming increasingly critical, both in
thinking and for taking action [6]. This is a great opportunity for event organizers
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who are engaged in services or services in sports, one of which is volleyball. Tulun-
gagung Regency is one of the districts where the majority of the people are very
enthusiastic about the sport of volleyball, even from every volleyball match event
that is held always filled with spectators. This paper aimed to examine with the
following research objectives (1) to determine the effectiveness of service quality
on volleyball tournament organizer service in Tulungagung on service satisfaction
and loyalty of volleyball viewers, (2) to determine the effectiveness of volleyball
audience loyalty, (3) to determine the effectiveness of interest on audience loyalty
towards volleyball and, (4) to determine the effectiveness of professional athletes on
the loyalty of volleyball audiences.

This research is very important because it can find out the strengths and weak-
nesses of a volleyball tournament event organizer in Tulungagung in holding a tour-
nament, so that it can be a reference to improve and prepare to be more mature in
preparing every time a volleyball competition eventwill be held, aswell as to improve
the quality of service on a regular basis. On the national level, the organizer has been
implemented this method. The maximum for volleyball lovers in Tulungaung in
every time they hold a volleyball tournament.

2 Literature Review

2.1 Service Quality

Service quality can briefly be interpreted as a level of satisfaction with customers or
consumers [7]. Service quality is a form of behavior provided by service providers to
meet the needs and desires of each customer as well as a way tomeet the expectations
of customer needs [8]. As for the level of consumer satisfaction, this can be obtained
through a comparison of the types of services that are actually received by consumers
with the types of services desired by the consumers themselves [9]. This type of
good service quality is a type of service that satisfies consumers and is in accordance
with the service desired by the consumers themselves [10]. However, if a service
provided is able to exceed the expectations or expectations of consumers, then this
type of service quality can be categorized as very good service and has high service
quality and is arguably very satisfying [11]. On the other hand, poor service quality
is a type of service that is far below the predetermined standard or not in accordance
with the service expectations desired by consumers [12].

The quality of this service is very important because it will have a direct impact
on the image or even the good name of the company or event organizer that provides
these services to consumers [9]. Providing good quality service to consumers will
be a big advantage for the company or even organizer [13]. How not, if a company
or event organizer has received a positive value in the eyes of every consumer, then
the consumer will provide good feedback to the company or event organizer, and it
is not impossible that the consumer will become a repeat customer [14]. Therefore,
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in providing quality service to consumers, it is very important to consider all aspects
of satisfaction for these consumers related to the level of service quality provided in
serving [15].

There are many types of services that can be done and provided to consumers,
such as the ease, speed, ability, and hospitality shown through ethics and direct action
to these consumers in providing services [16]. Whereas service quality itself is all
forms of providing service activities carried out by companies or event organizers
to meet consumer desires [17]. Providing services in this phase has the meaning
of providing services or services provided by service owners in the form of ease,
speed, relationship, ability and hospitality aimed at ethics in providing services for
customer satisfaction [16]. In assessing the quality of service (service quality), it
can be seen by comparing the opinions of each consumer on the services they have
obtained in real and direct ways with the services desired by each consumer for the
service infrastructure of a company [15].

The quality of service is an effort to meet the needs and desires of customers as
well as how to meet the expectations of these customers [18]. The quality of service
itself here has the following definition, the level where excellence is in accordance
with the wishes and is controlled for the level of excellence to fulfill customer desires
[19].Quality has themeaning of the beginning of the formation of a perception arising
from a person’s sensory process to assess an object with the aim in the business field
to seize market share which will result in the level of satisfaction that not only needs
to be maintained but also needs to be improved to face competition [20]. Therefore,
a company or event organizer that is engaged in sports must be able to mobilize,
organize, and coordinate all activities of various professional, semi-professional and
non-professional personnel in all aspects concerned to achieve the same goal.

Audience satisfaction is themain factor in developing a behavior model for buyers
or connoisseurs of a product [21]. In addition, audience satisfaction will be the main
benchmark for making a tournament event organizer successful and successful if it
can meet the needs of the audience so that there will be a sustainable competitive
advantage [22]. The satisfaction of the audience for all the services provided by the
tournament event organizer is known if the event organizer takes a measurement
and testing of the audience [23]. Satisfaction measurement is important in providing
good service, efficient service and effective service. The use of service quality as a
measuring tool is expected for a tournament event organizer to determine the level
of audience satisfaction, especially in the field of sports, especially here in the field
of volleyball in Tulungagung.

By knowing the results of measuring satisfaction tests to the audience, a tourna-
ment event organizer can prepare strategies to be implemented in creating consumer
loyalty. In the real results in the field, we often see that audience satisfaction is often
overlooked or not given good attention by every individual in the organization. From
the mindset of the audience, there are often many complaints regarding the quality
of the matches being contested, the quality of infrastructure for the spectators, the
price of tickets which tend to be expensive, and the safety level of the spectators in
enjoying amatch [24]. There are four determinants of service quality including direct
evidence of equipment, staff, price and programs. The various variables mentioned
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above greatly affect the level of customer satisfaction with the quality of service
provided by a tournament event organizer and have an impact on efforts to create
audience loyalty to the tournament being held.

2.2 Interest

In a broad definition, the notion of interest itself is a special concern that contains
elements of feeling in it [25]. Interest is also a desire in a person for a certain object
[26]. One example, such as, interest in lessons, sports, or a sporting event. Own
interest has a characteristic personal character (individual) [27]. The definition of
the understanding is that everyone has their own interests which may differ from one
another [28].

Interests have a very close correlation with a person’s desires, interests are also
things that can be learned and can also change over time according to needs, experi-
ences, and trending modes, not inherited from birth [29]. Factors that influence the
emergence of a person’s interest depend on physical, social, emotional, and experi-
ential needs [30]. Interest begins with feelings of pleasure and also a positive attitude
[31]. In a service-oriented behavior, it must always coincide with the information and
explanation given because it is very important to foster one’s interest and to reduce
negative perceptions of an object [32].

Therefore, the sports tournament organizer must be able to use this factor as a
reference for how to give a positive impression to attract the audience’s interest in
the events they organize. For the fans themselves continue to hold interest to the
extent that it has become part of their daily interests. Sports enthusiasts try to form
a relationship between clubs and fans, but the formation of social loyalty empowers
fans to increase influence on interests [33]. The level of interest of sports fans with
the club above all stakeholders in the club network plays a major role in creating
value, which is achieved through the ability to influence social aspects [34]. The
relationship between fans and the team is known as loyalty [35].

2.3 Loyalty

Loyalty is one of the things that money cannot buy [36]. Loyalty like this can only
be obtained with one’s own awareness, but cannot be bought [37]. Getting loyalty
from someone is not an easymatter because it does arise from the person’s awareness
to be loyal to what they like [38]. In contrast to the difficulty in gaining loyalty, to
lose one’s loyalty becomes something that is very easy to do [39]. If defined more
broadly, the notion of loyalty is a quality of one’s loyalty (loyalty), whereas loyalty
itself is defined as an action that shows firm and constant support and obedience to
a person or institution [40]. Loyalty is an emotional thing [41]. To be able to get



304 T. P. Adji et al.

someone’s loyal attitude, there are many factors that will influence it. Loyalty can
be applied by everyone in various ways.

Relationships that are shared and strong in the process with correlated partners
are more likely to increase trust and level of commitment [42]. As a consumer can
be loyal because of the belief in goods and it is proven by their behavior patterns
that are committed to the goods. The object of attitude in fulfilling loyalty is the
provision of services, activities oriented towards attractiveness to consumers [43].
In a context like this, when measuring the level of quality of the match, the result
is how much loyalty the audience watched the match. In this sense, attitude fidelity
is similar to the concept of attachment to place or object [44]. On the relationship
between psychological commitment, resistance to change, and behavioral fidelity, it
is more appropriate to switch from service provider behavior as an attitude object to
treat the attitude object setting within the context of recreation [45].

2.4 Professional Athlete

A professional in a field requires a special expertise in a particular field to carry out
tasks with certain financial implications [46]. Meanwhile, a person whose activities
carried out on the basis of pleasure and not for earning a living, for example, people
who play music, paint, dance, play boxing, soccer as fun are called amateurs [47].
Amateurs may produce unfavorable results [48]. In the essence, a professionalism
requires a special skill that requires a fee to implement itwhile amateurs treat the tasks
as a hobby and pleasure, therefore has little to do with the abilities of the person. A
professional athlete is an athlete who has been trainedwith a certain training intensity
to improve his ability above the average person [49]. Professional athletes are trained
with the aim of improving their abilities in order to get a target of achievement [50].

3 Methodology

This research adopts a descriptive methodology with mixed qualitative and quantita-
tive approaches. The population in this studywere volleyball viewers in Tulungagung
Regency, with a total of 100 responders. The research sample was determined by
random sampling and the data collection technique used a questionnaire. In order to
analyze the factors that affect the loyalty interest of volleyball tournament spectators
in Tulungagung Regency, four variables are formulated as follows.

• Service Quality Variable
• Professional Athlete Variable
• Interests Variable Volleyball Tournament Audience in Tulungagung
• Loyalty Variable of audience Volleyball Tournament in Tulungagung.



Analysis of the Influence of Service Quality and Audience … 305

Quality of Com-
peting National Level 
Professional Players 

Field Quality  

Security  

Door Prize  

Service in Arena  

Service 
and Facili- Audience 

Interest and 
Loyalty

Participation  

Loyalty 

Advantage  Interest  

Cost

Audience Attitude 

Ticket Price 

Fig. 1 Research model

Figure 1 shows the research model to undertake the study. Participation, loyalty,
and advantage in a sports competition are related to the service and facilities, interest
cost. In this study, there are several factors that can influence it the quality of national
level professional players competing, field quality, security, door prize, service in the
arena, audience attitude, ticket price.

4 Result and Discussion

The questionnaires are analyzed in the context of level of audience satisfaction with
regards to services and security level in the arena, the quality of national level profes-
sional players, the tickets admission to the volleyball matches, entertainment, door
prizes, and quality of the fields.

Figure 2 shows the findings for the level of audience satisfaction towards the
service arena. Very influential category achieved 46% while for the influential cate-
gory it reached 54%. There were no spectators who gave a score for the category
that was less influential and had no effect on their assessment of the volleyball tour-
nament event organizer. This shows that the influence of service in the arena of the
tournament event organizer is significantly effective on the satisfaction and comfort
of the audience in watching a match.

Figure 3 shows the findings for the level of audience satisfaction towards the secu-
rity. The level of audience satisfaction with the safety-related tournament organizer
event for the very influential category reached 55% while for the influential category
it reached 45%. There were no spectators who gave a score for the category that was
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Fig. 3 Security

less influential and had no effect on their assessment of the volleyball tournament
event organizer. This shows that the effect of security from the tournament event
organizer has a very significant effect on the satisfaction and comfort of the audience
when watching a match.

Figure 4 shows the findings for the level of audience satisfaction towards the
quality of national level professional players who competed. For the very influential
category reached 72% while for the influential category it reached 28%. There were
no spectators who gave a score for the category that was less influential and had no
effect on their assessment of the volleyball tournament event organizer. This shows
that the influence of the quality of national level professional players from what
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Fig. 4 Quality of national level professional players
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Fig. 5 Tickets admission to the match

is presented by the tournament event organizer has a very significant effect on the
satisfaction and comfort of the audience in watching a match.

Figure 5 shows the findings for the level of audience satisfaction towards the
match entry ticket. For the category is very influential and the category is influential,
there is no audience who gives a value for that category, while for the less influential
category itself reaches 25% and for the category has no effect it reaches 75%. This
shows that the effect of the ticket price for the match does not affect the audience to
always come and watch every match that is competed.

Figure 6 shows the findings for the level of audience satisfaction towards enter-
tainment. The level of audience satisfaction with the tournament organizer event as
a means for entertainment, for the very influential category reached 33% while for
the influential category it reached 67%. There were no spectators who gave a score
for the category that was less influential and had no effect on their assessment of the
volleyball tournament event organizer. This shows that the influence of the means
as entertainment has a considerable effect on the satisfaction and comfort of the
audience in watching a match.

Figure 7 shows the findings for the level of audience satisfaction towards door
prizes. The level of audience satisfaction with the event organizer tournament related
to doorprize for the very influential category and for the influential category, no
audience gave a value for that category, while for the less influential category itself
it reached 37% and for the non-influential category it reached 63%. This shows that
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the influence of the door prize in the match does not affect the audience to always
come and watch every match that is contested.

Finally, Fig. 8 shows the findings for the level of audience satisfaction towards
the quality of field. For the very influential category, not the audience who gives
an assessment, while for the influential category it reaches 72, 24% less influences,
and does not affect 4%. This shows that the influence in terms of field quality has
a considerable effect on the satisfaction and comfort of the audience in watching a
match.

5 Conclusion

Themain research aim for this paper is to examine the service quality by the volleyball
tournament organizer at Tulungagung and its relationships towards satisfaction and
audience loyalty in the game of volleyball. The questionnaires are analyzed in the
context of level of audience satisfaction with regards to services and security level in
the arena, the quality of national level professional players, the tickets admission to
the volleyball matches, entertainment, door prizes, and quality of the fields. Based
on the analysis of the questionnaires, the research concludes as follows.
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• The level of audience satisfaction with the tournament event organizer related to
service in the arena for the very influential category reached 46% while for the
influential category it reached 54%.

• With regards to safety, for the very influential category it reached 55% while for
the influential category it reached 45%.

• With regards to the quality of national level professional players who competed,
for the very influential category reached 72% while for the influential category it
reached 28%.

• With regards to the entrance ticket to the match, for the very influential category
and the influential category, there was no audience who gave a value to that
category, while for the less influential category itself it reached 25% and for the
non-influential category it reached 75%.

• With regards to means for entertainment, for the very influential category it
reached 33% while for the influential category it reached 67%.

• With regards to the doorprize, for the very influential category and the influential
category, there was no audience who gave a value to that category, while for the
less influential category itself it reached 37% and for the non-influential category
it reached 63%.

• In terms of field quality, for the very influential category, it was not the audience
who gave the assessment, while for the influential category it reached 72, 24%
less influential, and did not affect it reached 4%.

The findings are hoped to be beneficial to every event organizer that will hold
volleyball tournament events in terms of ensuring quality of services and retaining
audience loyalty. It is important that organizers provide experience for quality
viewing for the audience supported by facilities and adequate infrastructure.
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The Influence of Ball Impact Angle
on the Brain Deformation in Soccer
Heading: A Finite Element Analysis

Mohd Hasnun Arif Hassan , Mohd Alimin Mohd Anni, Fu Yang Tan,
Nasrul Hadi Johari, and Mohd Nadzeri Omar

Abstract Soccer is the most popular sport in the world. One of the manoeuvres in
a soccer game is known as heading, in which the player uses the head to hit the ball.
There have been concerns as towhether this purposeful head impactmay lead to brain
injury. Studies have shown some compelling evidence that purposeful heading of a
soccer ball may cause adverse effect to the brain. One of the contributing factors that
may lead to head injurywhen heading a soccer ball is the improper heading technique.
This study investigates the effect of ball impact angle on the brain deformation, a
parameter used to evaluate head injury. A series of finite element simulations were
performed with various ball inbound velocities and impact angles. It was found that
heading at an angle resulted in higher brain deformation as opposed to central impact
heading. The impact angle of 45°was found to produce the highest brain deformation.
This study shows that a proper heading technique is essential to prevent brain injury
when performing soccer heading.

Keywords Soccer heading · Impact angle · Finite element analysis · Brain
deformation

1 Introduction

Heading is one of the manoeuvres used by soccer players in the game to direct the
ball to a teammate or to score goal. This purpose head impact with the ball has raised
concerns as to whether it may harm the brain. Many studies have been conducted to
determine the potential of sustaining brain injury due to heading a soccer ball. Many
found that there is compelling evidence that heading a soccer ball might be harmful
to the brain, nonetheless some found that this is not the case.

Levitch et al. [1] used questionnaire to assess recent and long-term heading expo-
sure on the neuropsychological function in amateur soccer players. They found that
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heading exposures resulted in poorer neuropsychological function of the players.
Stewart et al. [2] used similar method to study the exposure to brain injury due to
purposeful and unintentional heading in soccer. Poorer cognitive performance was
observed in players who purposefully head the ball frequently as opposed to the
unintentional head impact with the ball.

Apart from questionnaire, magnetic resonance imaging (MRI) was also used to
evaluate the brain function of soccer players with high heading exposure [3, 4]. It was
found that heading may cause an abnormal microstructure of the brain that can result
in poor neurocognitive performance. In addition, fluid biomarker was also used as
a measure to evaluate the effect of soccer heading on the brain [5]. Based on their
study, it was found that repetitive soccer heading may lead to axonal damage.

Mathematical model of soccer heading was also developed to study the head
response due to the impact with the ball [6]. Mass-spring-damper model was used
to model the ball, head, and brain. In addition to mathematical model, finite element
(FE) modelling has also been used to study the impact of soccer heading to the head
[7, 8]. Nonetheless, these studies did not consider the brain deformation occurs due
to the limitation of the model.

The objective of this study is to investigate the effect of ball impact angle during
soccer heading on the brain deformation. For this purpose, validated FE models of
soccer ball and human head were used to simulate soccer heading. The following
section explains the FE models used and the simulations conducted.

2 Methodology

To study the influence of ball impact angle on the brain deformation due to soccer
heading, FE simulations were performed. For the simulation to be reliable, validated
models of soccer ball and human head are required. This section discusses the FE
models used in this study and how the simulations were performed.

2.1 Soccer Ball FE Model

A validated soccer ball FE model developed by Taha and Hassan [9] was used to
simulate soccer headings in this study. The ball was developed using a sphere shell
partitioned into an octahedral sphere. This was done to obtain a structured quadrilat-
eral mesh. The ball was meshed with 1,756 linear quadrilateral elements of type S4R
in Abaqus/CAE as shown in Fig. 1. Shell element was used to reduce computational
cost while still maintaining the accuracy when it comes to bending behaviour.

The ball comprises of two layers, namely the inner bladder (0.8 mm thick) made
of latex and the outer panel (2.2 mm thick). The material properties of both layers
were obtained from uniaxial tensile test data published by Price and colleagues [10].
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Fig. 1 FE model of soccer
ball meshed into uniform
quadrilateral elements

Stress–strain data of both materials were input into the software to represent the
mechanical properties of both layers (Fig. 2).

The pressurization of the ball was achieved through a surface-based fluid cavity
technique. In this method, a node was created at the centre of gravity of the ball
and was used as the reference point of the cavity, that is the inner surface of the
ball. The pressurization process was performed gradually to prevent the ball from
exploding due to a sudden increase in pressure. The ball was pressurized to 90 kPa
in all simulations.

Taha and Hassan [9] have validated the ball model against a more advancedmodel
of Price and colleagues [10] as well as against ball impact experiments. With a good
agreement presented by Taha and Hassan, the FE ball model is considered as a valid
model and can provide a reliable simulation results, close enough to an actual soccer
ball.

Fig. 2 Material properties of the ball model
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Table 1 Material properties of UCDBTM

Component Young’s modulus (MPa) Density (kg/m3) Poisson’s ratio

Scalp 16.7 1130 0.42

Trabecular bone 1000 1300 0.24

Cortical bone 15,000 2000 0.22

Pia 11.5 1130 0.45

Dura 31.5 1140 0.45

Falx/tentorium 31.5 1140 0.45

CSF 0.015 1000 0.499989

Brain 0.123 1040 0.499991

2.2 University College Dublin Brain Trauma Model
(UCDBTM)

As for the head model, the UCDBTM was used. The model was obtained from the
International Society of Biomechanics website. The model, which was developed by
Horgan and Gilchrist [11], comprises of 8 components, namely the scalp, cortical
and trabecular bones, dura, pia, falx and tentorium, cerebrospinal fluid (CSF) facial
bone and the brain. The material properties of each component were obtained from
published literature [12–16] as listed in Table 1.

The brain was defined as viscoelastic material in Abaqus/CAE using the Prony

series parameters
−
g
P

1 = 0.815,
−
k
P

1 = 0, and τ1 = 0.00143.
−
g
P

1 is the modulus ratio

in the first term in the Prony series expansion of the shear relaxation modulus,
−
k
P

1 is
the modulus ratio in the first term in the Prony series expansion of the bulk relaxation
modulus, and τ1 is the relaxation time for the first term in the Prony series expansion.

2.3 Soccer Heading Simulation

Both soccer ball model and UCDBTM were assembled in Abaqus/CAE. The ball
was positioned 220mmaway from the head’s centre of gravity in x-axis. In y-axis, the
ball was positioned in such a way that the impact occurs on the forehead of the model
to replicate an actual heading (50 mm from the head’s centre of gravity). Figure 3
shows the positioning of the ball and UCDBTM for the case of central impact (θ =
0°).

Figure 3 shows the positioning of both models for central impact, which serves
as the baseline of the analysis. However, the objective of this study is to vary the
impact angle. Hence the ball was translated in y-axis to obtain different angles θ of
30°, 45° and 60°, as shown in Fig. 4. The velocity of the ball was defined such that
the resultant inbound velocities (red arrows in Fig. 4) are 9, 12, 15, 18 and 21 m/s.
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Fig. 3 The assembly of ball model and UCDBTM

Fig. 4 The ball impact angle varied in the simulations
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Altogether, 20 soccer heading simulations were conducted for a series of ball
velocities and impact angles as mentioned previously. The output of the simulations
are the von Mises stress and the maximum principal strain in the cerebrum.

3 Results and Discussions

The aim of this study is to investigate the effect of ball impact angle on brain defor-
mation, one of the measures used to quantify the severity of brain injury. Brain defor-
mation is determined by two parameters: the maximum von Mises stress (VMS) and
the maximum principal strain (MPS) in the cerebrum. Figures 5 and 6 depict the
VMS and MPS in the cerebrum for a series of ball inbound velocities and impact
angles.

It is apparent from both figures that the brain deformation increases with the
increase of ball inbound velocity. This is a very straight forward finding. However,
when the impact angle was varied, more interesting findings were observed. The
impact angle of 45° was found to cause the highest brain deformation as compared
to other impact angles. The impact angle of 30° and 60° were seen to produce almost
identical brain deformation. The VMS of 30° impact angle is slightly higher than
that of 60° impact angle, while the MPS of 60° is slightly higher than that of 30°.

When compared to the central impact (0° impact angle), it is apparent that heading
the ball at an angle causes higher brain deformation. This shows that the heading
technique is very important to prevent any adverse effect to the brain. A proper
execution of heading may reduce the chances of sustaining brain injury as a result
of lower brain deformation it induced. In addition, the trendline of a central impact

Fig. 5 Maximum von Mises stress in the cerebrum of different ball inbound velocities and impact
angles
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Fig. 6 Maximum principal strain in the cerebrum of different ball inbound velocities and impact
angle

is less steep as compared to when impact angles are introduced in the simulation.
When the heading occurs at an angle, the gradient of the trendline notably increases.

This finding might be attributed by the higher rotational accelerations the head
experiences in angled impacts. This agrees with previous study, which stated that
the rotational head acceleration is the main cause of head injury as compared to the
linear head acceleration [17]. It also further supports the claim that a proper heading
technique is very important to prevent head injury [18].

4 Conclusions

The objective of this study was to simulate soccer headings at various impact angles
and inbound ball velocities to investigate the effect of these parameters on brain
deformation. Validated soccer ball and human head models were used in the simu-
lations. A total of 20 soccer heading simulations were performed. Von Mises stress
and maximum principal strain of the cerebrumwere recorded throughout the impact.
Introducing impact angle in the simulation has shown to increase the brain defor-
mation as compared to the central impact (direct impact on the forehead). The
impact angle of 45° produced the highest brain deformation. This study shows that a
proper heading technique is important to prevent from sustaining brain injury. Soccer
players performing heading should avoid heading the ball at an angle to minimise
the probability of sustaining concussion.
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Classification of Sepak Takraw Kicks
Using Machine Learning

Fu Yang Tan, Mohd Hasnun Arif Hassan, Anwar P. P. Abdul Majeed,
Mohd Azraai Mohd Razman, and Muhammad Amirul Abdullah

Abstract Sepak Takraw has gained popularity over the years. Kinematics of the
leg determine the quality and accuracy of the kick. However, the classification of
Sepak Takraw kick using machine learning has never been explored. This study aims
to classify the most typical kicks in Sepak Takraw namely the serve (or known as
tekong), feeder and spike based on the leg’s kinematics using machine learning.
Collegiate sepak takraw players participated in the data collection. The participants
wore the inertial measurement unit sensor on their shank while performing the kicks.
From the kinematics data recorded, several mathematical features were extracted
and calculated. Machine learning algorithms such as the k-nearest neighbors (kNN),
support vector machine (SVM), artificial neural networks (ANN), naive bayes (NB),
random forest (RF), and logistic regression (LR) were applied to classify the types
of kicks performed using fivefold cross-validation technique with 70% train data
and 30% test data. It was found that ANN predicts all the test data correctly with
100% accuracy, followed by NB, SVM, RF and LRwith 1 misclassification at 96.3%
accuracy, kNN has the lowest prediction accuracy at 77.78%. This study shows that
machine learning model is capable of classifying sepak takraw kicks. This can be
used in training young athletes to ensure they perform the kicks properly, with correct
skills.

Keywords Sepak takraw kicks · Leg’s kinematics ·Machine learning ·
Classification
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1 Introduction

Motion analysis studies are conducted to improve athlete’s performance and analyze
movement deficiencies that may result in injuries [1]. Traditionally, to capture
athlete’s movement, optoelectronic systems is used where multiple cameras were
applied to detect retro-reflective markers in three-dimensional space [2]. However,
this method can only be conducted in constrained environments such as in laboratory
[3].

Kos et al. [4] detected and classified 3 different types of tennis stroke: serve,
backhand and forehand using a miniature wearable IMU device mounted on the
forearm of the participants. The IMU device consist of MEMS-based accelerometer
and gyroscope with 6 degree of freedom (DOF). Graphical representation was used
to classify the three tennis strokes such as by identifying the minimum/maximum
value and acceleration curves. Moreover, the point of impact and abrupt changes
can be detected by observing the data generated by accelerometer after calculating
a simple 2-point derivative of the acceleration curves. The derivative average of the
x, y and z-axes of gyroscope was calculated and it was found that the accuracy of
tennis stroke classification was 98.1%.

With the advancement of technologies, the size and mass of electronic equip-
ment has been reduced without compromising the reliability of the recorded data.
Inertial measurement units (IMU) have been widely used in human movement anal-
ysis [5–10] due to its small size, affordable price, portability, light weight (do
not alter/interrupt natural movement patterns), non-invasiveness, and can be used
in almost any environments [11]. IMU consists of accelerometer, gyroscope, and
magnetometer and can be used to determine the kinematics of human body part that
is attached to [12].

Shapiee et al. [13] classified 5 different types of skateboarding flat ground tricks
consist of Frontside 180, Kickflip, Nollie, Ollie and Shove-it using inertial measure-
ment unit (IMU) and machine learning algorithm such as naive bayes (NB), logistic
regression (LR), artificial neural networks (ANN), support vector machine (SVM),
random forest (RF) and k-nearest neighbors (KNN). From the data generated by the
IMU, a number of mathematical features were extracted and calculated. The result
shows the classification accuracy of NB and LR were the highest at 95.0%, secondly
were ANN and SVM at 90.0%, followed by RF at 85.0% and finally KNN with the
lowest classification accuracy of 75.0%.

The objective of this study is to record the kinematics of player’s leg during sepak
takraw kicks and formulate a machine learning algorithm to classify these motions.
To the best of our knowledge, the motion of sepak takraw kicks has never been
analysed and the use of machine learning will allow for classification of different
type of kicks in sepak takraw.
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2 Methodology

2.1 Device Development

The instrumentedwearable device was designed using computer aided design (CAD)
software and converted into stereolithography (STL) file format and printed using 3D
printer. The material selected for printing is acrylonitrile butadiene styrene (ABS)
due to its high tensile strength and resistance to physical impacts as the device will
be prone to sepak takraw ball impact (Figs. 1 and 2).

The instrumented wearable device is composed of an Arduino Pro-Mini micro-
controller, Bluetooth module (HC-06), IMU unit (MPU6050) which consist of gyro
and accelerometer, toggle switch, reset button and 3.7 V lithium polymer (LiPo)
battery. The kicks were identified through the acceleration (m/s2) recorded by the
accelerometer and angular velocity (°/s) recorded by the gyroscope. The signals
recorded were transferred to a personal computer (PC) via Bluetooth.

A velcro tape was used to mount the device on subject’s right shank with the
toggle switch pointed up. It is also necessary to ensure the device is attached tightly
so the device is stable and not sliding up and down during the data collection process.
The positioning of the device on the shank is non-trivial as it will not interrupt the
movement of the leg when performing kick other than decrease the possibility of the
device being damaged during the experiment.

Fig. 1 Exploded view of instrumented wearable device
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Fig. 2 a The attachment of the instrumented wearable device at the shank with the toggle switch
pointed up. b The 3D printed instrumented wearable device with velcro tape

2.2 Data Collection

Collegiate sepak takraw players comprises of 3 feeders, 3 tekongs, and 3 spikers
participated in the experiment with each player was asked to perform 10 kicks. At
the timeof data collection, all playerswere free fromany injuries. The experimentwas
conducted at the sepak takraw court inside the campus as shown in Fig. 3. Figures 4,
5 and 6 show the examples of leg’s kinematics data recorded by the device.

Fig. 3 a Sepak Takraw player is performing feeding kick. b Sepak Takraw player (in red shirt)
is performing serve (tekong) while another player tossing the ball. c Sepak Takraw player is
performing a spike kick
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Fig. 4 a Accelerations and b angular velocities recorded for a feeder kick

Fig. 5 a Accelerations and b angular velocities recorded for a serve (tekong) kick

Fig. 6 a Accelerations and b angular velocities recorded for a spike kick

2.3 Machine Learning

The data extracted from the sensor were then processed in Microsoft Excel to calcu-
late the mathematical features consist of 6 times domain features: mean, median,
standard deviation, maximum value, minimum value, variance, correlation, and 2
frequency domain features: kurtosis and skewness [14]. These mathematical features
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were calculated for both linear accelerations in x, y, and z-axes as well as the angular
velocities in all three axes.OrangeDataMining software (V3.11)was used to perform
the classification using the extracted data.

In this study, supervised learning technique was used because the data was tagged,
and the algorithms learns to determine the result of the input data. There are 6 super-
vised Machine Learning algorithms used in the classification: k-Nearest Neighbors
(KNN), Support Vector Machine (SVM), Artificial Neural Networks (ANN), Naïve
Bayes (NB), RandomForest (RF) and Logistic Regression (LR) [13]. The algorithms
used are taken originally from the Orange data mining software. The performance of
the algorithms was determined based on area under the curve (AUC), classification
accuracy (CA), F1-score, precision, and recall. Thus, fivefold cross-validation was
applied (k = 5) where the data set is split into five folds. In the first iteration, the first
fold 63 data (70% from all the data) were used to test the model and the remaining
27 data (30% from all the data) were used to train the model. In the second iteration,
second fold is used as the testing set while the rest serve as the training set. This
process was repeated until each fold of the five folds have been used as the testing
set.

3 Result and Discussion

A total number of 90 kicks were performed by the sepak takraw players (consist of 30
feeders, 30 serves, and 30 spikes). From the recorded data, 9 mathematical features
were extracted. The features that were finally used upon taking into consideration of
the sensitivity test via the information gain are all the six original data generated by
sensor (linear acceleration X, Y, Z and angular velocities in gyro X, Y, Z) as well as
the mathematical algorithms (mean, median, standard deviation, kurtosis, maximum
value, minimum value, variance, correlation, and skewness).

The result generated from 63 training data, shows the value of CA and recall is
exactly the same, with ANN algorithm yielded the highest CA and recall at 96.8%
follow by NB algorithm at 93.7%. RF and LR algorithm both have the same value
of CA and recall at 90.5%, while KNN algorithm yielded the lowest 61.9%, SVM
algorithm obtained second lowest CA and recall at 88.9%. The precision of ANN
algorithm is the highest at 97%, follow byNB 94.2% and LR at 91%. KNN algorithm
recorded the lowest precision at 62%, andSVMalgorithmsecond lowest at 89%while
RF algorithm at 90.2%. ANN algorithm recorded the highest F1-score at 96.8%,
follow byNBalgorithm second highest at 93.5%.RF andLR algorithmboth recorded
similar F1-score at 90.2% and 90.4%. The F1-score of KNN algorithm is also the
lowest at 61.9%, while SVM algorithm is second lowest at 88.6%. Finally, for the
value of AUC, ANN algorithm yielded the highest at 100%, followed by SVM
algorithm at 99.6%while NB algorithm at 99.5%. KNN algorithm yielded the lowest
AUC at 85%, LR algorithm recorded the second lowest at 95.7%, while RF algorithm
at 97.5%.
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Further investigation on the confusion matrix found out the misclassification of
ANN algorithm (highlighted in pink) is the lowest came from the 2 serves were
misclassified as 1 feeder and 1 spike. In the meanwhile, NB algorithm also misclas-
sified 4 serves as 2 feeders and 2 spikes.Whilst RF and LR algorithm both recorded a
total number of 6 misclassification. Misclassification of RF algorithm came from the
5 serves were misclassified as 3 feeders and 2 spikes while 1 feeder was misclassified
as serve. In the meantime, LR algorithm misclassified 1 feeder as serve, 1 spike as
feeder and 4 serves as 3 feeders, 1 spike. There are 7 recorded misclassifications
of SVM algorithm, with 2 spikes were misclassified as serve and 5 serves were
misclassified as 2 feeders and 3 spikes. KNN algorithm recorded the most misclassi-
fication with 24 in total, where 7 feeders were misclassified as serves, 5 spikes were
misclassified as serves and 12 serves were misclassified as 5 feeders, 7 spikes.

It could be concluded from this method proposed in this study by combining
several selected mathematical features and 6 different machine learning algorithms
produced a high classification accuracy in identifying the performed sepak takraw
kicks (Figs. 7, 8, 9, 10, 11, 12 and 13).

Fig. 7 Evaluation of the developed classifiers

Fig. 8 Confusion matrix of
the k-nearest neighbor
algorithm
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Fig. 9 Confusion matrix of
the support vector machine
algorithm

Fig. 10 Confusion matrix of
the artificial neural network
algorithm

Fig. 11 Confusion matrix of
the Naive Bayes algorithm

Meanwhile, for the predictions of testing data, ANN algorithm predicts all the 27
kicks correctly with 100% accuracy. NB, SVM, RF and LR algorithm each recorded
1 misclassification from 27 test data with NB misclassified 1 feeder as serve, SVM
misclassified1 serve as spike,RFmisclassified1 feeder as serve, andLRmisclassified
1 spike as serve.
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Fig. 12 Confusion matrix of
the random forest algorithm

Fig. 13 Confusion matrix of
the logistic regression
algorithm

NN algorithm had the highest misclassificationwith total number of 6which came
from 2 feeders were misclassified as serves, 3 serves were misclassified as 1 feeder
and 2 spikes while 1 spike was misclassified as serve (Fig. 14).

4 Conclusion

In this study, an offline sepak takraw identifying method was created. This was
presented from the experiment that the selection of the features is non-trivial in
producing a high classification accuracy of the evaluated sepak takraw kicks. The
results showed ANN algorithm yielded the highest accuracy at 100%, follow by NB,
SVM, RF and LR algorithm with 1 misclassification at 96.3% accuracy, while kNN
algorithm had the 6 misclassification with lowest accuracy at 77.78%. This shows
the results further suggest the reliability of the proposed method in providing an
objective based judgement on sepak takraw kicks. The reason why ANN algorithm
yielded the highest accuracy due to its intention to simulate the behavior of biological
systems composed of “neurons”. ANNs are computationalmodels inspired by central
nervous systems. It is capable of machine learning as well as pattern recognition.
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Fig. 14 The predictions for 27 testing data

Future work will be looking into classification of the quality of the kicks of
different level of athletes including the use of more test subjects, more mathematical
features, and peforming hyperparameter optimisation on different machine learning
algorithms. This will help the coaches in providing a more accurate evaluation of
kick performance as opposed to the subjective and conventional techniques currently
applied in sepak takraw.
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Abstract The automobile industry has been one of the most open industries to
new technologies throughout history. Due to evolvement of technology, automated
driving systems has been introduced. This has also influenced the whole spectrum
of human driver operation in newer cars. Even so, the issue remains as to whether or
not customers can consider emerging technologies. In this study, one of the promi-
nent vehicle technology is focused. It is the Automatic Emergency Braking (AEB).
Recently, carmakers are competing with each other to produce the AEB that is effi-
cient. Since 2015, consumers in Malaysia started to get the opportunity to buy AEB
equipped vehicles. So, it is important to understand how vehicle customers or poten-
tial customers choose to use or not to use AEB and what they expect or understand
about AEB. This study aims to explore consumer’s expectation, experiences, and
outcome of technology continuance intention to use. A sum of 204 respondents were
gathered via online survey. Data collected were then analysed by using Statistical
Package for Social Science (SPSS) version 26. Results show that out of 204 respon-
dents, only 70 people has experienced the function of AEB. 89.7% of respondents
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have high expectations of AEB functionality while driving and 21.6% of themwould
still using the AEB feature even if they do not favour it.

Keywords Automatic emergency braking · Drivers’ satisfaction · Continuance
intention to use

1 Introduction

During the early years of the last century, an automobile was seen as a common
item of luxury. Nevertheless, the amount of technology and human energy being
implemented by the vehicle industry to produce high-quality vehicles is evident in
the present days, but still affordable for the average person. It can be clearly seen that
automobiles had evolved throughout the years and equipped with various advanced
technologies that not limited to luxury cars only. From only cruise controls units,
power windows and remote lock-unlock devices in the vehicles, now these vehicles
are equipped with navigation systems, voice-command operating systems, adaptive
cruise control systems as well as automated parking control systems [1].

Researchers are designing autonomous vehicles (AVs) and transport authori-
ties in many countries enact inter-vehicle communications to improve safety. For
example, the United States Department of Transportation initiated the Connected
Vehicle development project, collaborating with automakers and research univer-
sities to provide more automobile communication and technology [2]. In addition,
automakers are equipping vehicle dashboards withmore equipment, while regulators
such as the National Highway Traffic Safety Administration (NHTSA) are moving
towards new regulations restricting automotive technology, citing safety reasons [3].

AVs are expected to have significant impacts on potential transportation systems
and have drawn broad attention in the development [4]. However, AVs or self-driving
cars are not used widely anywhere except in a few countries as a taxi that is still
not completely used. Yet advanced technology like Advanced Driver Assistance
Systems (ADAS) is a safer way for drivers to drive carefully with an automated
system that can help identify different adverse situations and warn the driver in good
time. This technology is a kind of additional function that is trained on the basis of AI
and machine learning concepts to make driving experience smooth and trouble-free
[5]. Among vital safety critical ADAS applications includes automatic emergency
braking (AEB), pedestrian detection, lane departure warning, traffic sign recognition
and blind spot detection [6].

Advances in electronics and sensor technology have resulted in the creation of
a number of ADAS and Crash Avoidance Systems (CAS) in today’s vehicles. Such
electronic technologies, combined with the mechanical systems of the vehicle, can
provide automatic control of the movement of the vehicle. According to NHTSA,
there are five eras of vehicle safety which includes safety features (1950–2000),
advanced safety features (2000–2010), advanced driver assistance features (2010–
2016), partially automated safety features (2016–2025) and fully automated safety
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features (2025–). Some of the first popular driver assistance systems introduced
in the early 1970s was Anti-Lock Brakes (ABS), followed by Electronic Stability
Control (ESC) in the late 1980s and early 1990s. The advent of more sophisticated
sensors and faster computers has enabled engineers to extend the scope of ADAS
and CAS systems, providing visual, auditory and tactile feedback to the driver along
with automated vehicle braking, powertrain and chassis control systems, as well as
the steering system. The restricted or partially allowed use of AEB in production
vehicles began to appear in some 2003 models, but the widespread use of AEB did
not emerge until 2010 and later. This research investigates the driver’s satisfaction
and continuance intention to use AEB using 10 developed constructs.

Yes

Yes

No

No

Database development: Manufacturer, vehicle's 
brand and date of manufacturing that has AEB

Collect the information on the Cars Club 
(match with the developed database) in the Facebook

Questionnaire distribution

The response has 
car’s with AEB

Eligible to become study respondent

Experience in almost 
accident situation?

Categorized as: 
Has experience in AEB

Categorized as: Has no 
experience in AEB

Data Analysis

No further action is 
required

Fig. 1 Framework of study methodology
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2 Methodology

Figure 1 shows the studymethodology framework. Because of this study is to explore
the drivers’ perception regarding the satisfaction and continuance to use the AEB,
drivers who have the experiences need to be searched. The purposive sampling
strategy is adopted to ensure drivers with the AEB related experiences participate in
this study. However, considering only for those who are having the AEB equipped
vehicles is not enough to confirm, he or she is experienced inAEB, but the researchers
also need to ensure that the participated respondents are experienced with experi-
ence in almost accident situation, and if the answer is “YES”, it is indicate that, he
or she is really has experience in AEB as the AEB system on will be activated, if the
mentioned situation happen.

2.1 Sample and Procedures

This study’s questionnaires are designed to examine the experience, satisfaction, and
continuance intention to use of the AEB system of Malaysian drivers. The question-
naires are then distributed to the respondent which are selected group of cars’ owner
via the online platform. The questionnaires are translated intoMalay to fit the respon-
dents’ first language. There are several selected car manufacturers to be included in
this study which are Proton, Perodua, Honda, Hyundai, Toyota, and Nissan.

2.2 Instrument

In the study, multiple self-administered questionnaires were applied, tweaked and
rephrased to suit the study’s objectives. All the items were adapted and adopted
from the Social Exchange Theory (SET) and the Expectation Confirmation Model
(ECM). In the first step, domain determination, sampling (item making) and instru-
ment formation. Meanwhile, the second step is the content validity ratio, content
validity index and altered kappa statistics to be performed. Expert panel recom-
mendations and item impact scores will be used to check the face validity of the
instrument. Then, the questionnaires were made on Google Form and distributed on
Facebook group that was joined. This questionnaire consists of two parts. In Part A,
demographic information of respondents was gathered for better comprehension of
the study. Meanwhile in Part B, there are about 10 constructs consist of 84 items
(see Appendix in this chapter, for the complete constructs and items). Researchers
applied 7-point Likert scale format which ranging from (1) strongly disagree; (2)
disagree; (3) slightly disagree; (4) neutral; (5) slightly agree; (6) agree; and lastly,
(7) strongly agree.



Preliminary Study on Drivers Satisfaction and Continuance … 337

2.3 Data Analysis

Data obtainedwere analysedbySPSSversion26, and the responses that does notmeet
the requirements are excluded from the study. Descriptive statistics were initially
performed to identify the characteristic of respondents. Then, the reliability test was
conducted for pilot test and real data collection. The Cronbach’s alpha value of 0.70
or higher is deemed acceptable and the elements analysed are compared with another
element in each category [7]. In this analysis, the output of Cronbach’s alpha for all
ten constructs was well above 0.70. Therefore, this indicated that the measurement
scales used for construct measurement were precise and reliable, so the constructs’
reliability was confirmed.

3 Result and Discussions

3.1 Demographic Data

A total of 204 respondents were included in the final analysis. The respondents’
socio-demographic includes 11 items which are gender, age, state, marital status,
educational levels, years of working, car model, year of production, driving experi-
ence, level of satisfaction of current car and experience with AEB. Table 1 shows
the respondents’ profile.

From 204 respondents, 77.9% are male, while female is only 22.1%. Majority
of these respondents are range between 36 and 45 years old (37.3%). This survey
was distributed to Malaysian and most of the respondents are residing in Penin-
sular Malaysia. In terms of marital status, 78.4% of respondents are married while
the remaining 21.6% are single. As for educational levels, 66 people (32.4%) have
Certificate, 47 people (23.0%) have Diploma, 66 people (32.4%) have Bachelor’s
Degree, 16 people (7.8%) have Master, and 9 people (4.4%) have Ph.D. Based on
data recorded, the majority of respondents have been working for 11 years and above
(67.2%) as seen in Table 1. This group was more likely to have the spending power
to purchase a new vehicle. Moreover, from 204 respondents, 38.7% of them have
driving experience for more than 20 years.

In terms of satisfaction of the current car, 91.9% of respondents have a high
level of satisfaction with the current car they are using. Among type of cars used by
these respondents are Proton: Proton X70 (Premium and Premium X) and Proton
X50 Flagship; Perodua: Perodua Axia Advance 2020, Perodua Aruz 2019 Advance,
PeroduaMyvi 1.3X 2020, PeroduaMyvi 1.5 H 2020 and PeroduaMyvi 1.5 Advance
2020; Honda: Honda Civic 2020 TC-P, Honda Accord 2020 TC-P and Honda CR-
V 2016 TC-P; Hyundai Ioniq, Nissan; X-trail, Almera, Grand Livina, and, Toyota;
Wish, C-HR, and Avanza. Statically, most respondents who are satisfied with their
vehicles are using vehicles produced in 2015 and above. Lastly, it is found that, about
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Table 1 Respondents’ profile (Number of respondents = 204)

Variables Level Frequency Percentage (%)

Gender Male 159 77.9

Female 45 22.1

Age 17–25 years old 24 11.8

26–35 years old 61 29.9

36–45 years old 76 37.3

46–65 years old 43 21.1

State Johor 5 2.5

Kedah 20 9.8

Kelantan 9 4.4

Melaka 7 3.4

Negeri Sembilan 6 2.9

Pahang 9 4.4

Perak 71 34.8

Perlis 1 0.5

Pulau Pinang 6 2.9

Sabah 5 2.5

Sarawak 3 1.5

Selangor 41 20.1

Terengganu 9 4.4

Wilayah Persekutuan Kuala
Lumpur

9 4.4

Wilayah Persekutuan
Putrajaya

3 1.5

Marital status Married 160 78.4

Single 44 21.6

Educational levels Certificate 66 32.4

Diploma 47 23.0

Bachelor’s degree 66 32.4

Master 16 7.8

Ph.D. 9 4.4

Years of working 0–5 years 34 16.7

6–10 years 33 16.2

11 years and above 137 67.2

Driving experience 1–5 years 25 12.3

6–10 years 28 13.7

11–15 years 33 16.2

16–20 years 39 19.1

(continued)
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Table 1 (continued)

Variables Level Frequency Percentage (%)

20 years and above 79 38.7

Level of satisfaction of current
car

Very dissatisfied 1 0.5

Dissatisfied 2 1.0

Neutral 15 7.4

Satisfied 78 38.2

Very satisfied 108 52.9

Experience with AEB No 134 65.7

Yes 70 34.3

70 respondents have engagement (experienced) with the AEB system fitted in their
car.

3.2 Construct 1: Customer Trust

This construct consists of 12 items which function to investigate respondents’ trust
towards AEB-equipped vehicles. By referring to Table 2, each scoring is presented
by separating the respondent that having experience with AEB as indicated as “w”

Table 2 Percentage for customer trust (CT) results

N = 204; Have experienced with AEB (w) = 70; No experienced with AEB (w/o) = 134

1 2 3 4 5 6 7

w w/o w w/o w w/o w w/o w w/o w w/o w w/o

CT1 2.9 0.7 0.0 0.0 2.9 0.7 4.3 17.9 22.9 27.6 44.3 34.3 22.9 18.7

CT2 0.0 0.0 0.0 0.0 0.0 0.7 4.3 7.5 10.0 25.4 34.3 31.3 51.4 35.1

CT3 0.0 0.0 0.0 1.5 1.4 3.0 4.3 8.2 18.6 31.3 37.1 32.1 38.6 23.9

CT4 0.0 0.0 0.0 0.0 4.3 3.7 1.4 9.0 14.3 26.9 44.3 38.1 35.7 22.4

CT5 0.0 0.0 0.0 0.0 0.0 2.2 2.9 9.7 17.1 21.6 41.4 38.1 38.6 28.4

CT6 4.3 5.2 15.7 9.0 10.0 11.2 14.3 28.4 27.1 20.9 17.1 17.2 11.4 8.2

CT7 0.0 0.0 1.4 1.5 1.4 3.0 7.1 12.7 25.7 34.3 40.0 38.1 24.3 10.4

CT8 0.0 0.0 0.0 0.7 1.4 0.7 2.9 11.2 18.6 27.6 35.7 36.6 41.4 23.1

CT9 1.4 0.0 0.0 0.0 0.0 0.0 11.4 14.2 28.6 26.1 30.0 41.0 28.6 18.7

CT10 4.3 3.0 7.1 1.5 7.1 6.7 15.7 20.1 22.9 24.6 31.4 29.9 11.4 14.2

CT11 0.0 0.7 0.0 0.0 0.0 2.2 7.1 12.7 25.7 29.9 45.7 38.8 20.0 15.7

CT12 0.0 0.0 0.0 3.0 2.9 2.2 5.7 11.2 25.7 27.6 47.1 41.0 18.6 14.9

1 = Strongly disagree; 2 = Disagree; 3 Slightly disagree; 4 = Neutral; 5 = Slightly agree; 6 =
Agree; 7 = Strongly agree
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and not having AEB as tells with “w/o”. Both group of respondents basically agree
with the ‘claimed’ AEB capability. Majority of the group “w” respondents agreed
that “(CT2) cars equipped with AEB have my best interest in mind” with the score
of strongly agree is 51.4%, agree = 34.4% and agree = 10%. The group of “w/o”
also recorded the highest percentage of strongly agree for the same item. Item CT4
is about “Cars equipped with AEB are functioning very well to prevent any crashes
from happening”, It was found that 44.3% of group “w” agree with that item, and
35.7% of them is strongly agree. It shows an excellent indicator to support why most
of the group “w” respondents agree with the item which mentioned AEB is reliable
(CT11) and AEB seem dependable (CT12).

3.3 Construct 2: Customer Expectation

This construct consists of 6 items which prepared to investigate respondents’ expec-
tation towards AEB-equipped vehicles. By referring to Table 3, each scoring is
presented by separating the respondent that having experience with AEB as indi-
cated as “w” and not having AEB as tells with “w/o”. From the results it shows that,
majority of “w” respondents (25.7% strongly agree, 45.7% agree and 20% slightly
agree), with the item CE 5 (The AEB effectiveness to prevent impending forward
crashes fits my expectation). Same goes to the responses for item CE4 (The AEB
functionality when driving fits my expectation) is basically agreed by the experi-
enced respondents. However, there is a low number of percentage both both group
of respondents answered disagree with the item CE3 which mentioned about “things
could go wrong (AEB error) when driving using AEB”.

Table 3 Percentage for customer expectation (CE) results

N = 204; Have experienced with AEB (w) = 70; No experienced with AEB (w/o) = 134

1 2 3 4 5 6 7

w w/o w w/o w w/o w w/o w w/o w w/o w w/o

CE1 0.0 0.0 0.0 1.5 0.0 2.2 4.3 9.7 24.3 28.4 47.1 40.3 24.3 17.9

CE2 0.0 0.7 0.0 0.0 0.0 0.0 7.1 13.4 30.0 27.6 35.7 42.5 27.1 15.7

CE3 4.3 2.2 7.1 4.5 8.6 9.0 17.1 27.6 27.1 31.3 24.3 16.4 11.4 9.0

CE4 0.0 0.0 0.0 0.0 0.0 3.0 8.6 23.1 28.6 23.9 44.3 38.8 18.6 11.2

CE5 0.0 0.0 0.0 0.0 0.0 0.7 8.6 17.9 20.0 27.6 45.7 38.8 25.7 14.9

CE6 0.0 0.7 0.0 1.5 0.0 2.2 17.1 26.1 15.7 29.1 35.7 26.1 31.4 14.2

1 = Strongly disagree; 2 = Disagree; 3 Slightly disagree; 4 = Neutral; 5 = Slightly agree; 6 =
Agree; 7 = Strongly agree
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Table 4 Percentage for confirmation (C) results

N = 204; Have experienced with AEB (w) = 70; No experienced with AEB (w/o) = 134

1 2 3 4 5 6 7

w w/o w w/o w w/o w w/o w w/o w w/o w w/o

C1 0.0 1.5 0.0 0.0 2.9 3.0 7.1 22.4 11.4 29.1 48.6 26.9 30.0 17.2

C2 0.0 1.5 0.0 0.0 1.4 1.5 11.4 20.1 15.7 34.3 47.1 26.9 24.3 15.7

C3 0.0 1.5 0.0 0.0 1.4 2.2 2.9 13.4 14.3 29.9 51.4 32.8 30.0 20.1

C4 0.0 1.5 0.0 0.7 1.4 2.2 7.1 17.9 15.7 26.1 48.6 32.8 27.1 18.7

C5 17.1 11.2 27.1 15.7 20.0 17.9 8.6 19.4 10.0 14.9 14.3 13.4 2.9 7.5

C6 0.0 0.7 1.4 0.0 0.0 2.2 7.1 14.9 14.3 27.6 48.6 33.6 28.6 20.9

C7 0.0 0.7 0.0 0.0 1.4 1.5 7.1 14.9 14.3 29.9 41.4 30.6 35.7 22.4

1 = Strongly disagree; 2 = Disagree; 3 Slightly disagree; 4 = Neutral; 5 = Slightly agree; 6 =
Agree; 7 = Strongly agree

3.4 Construct 3: Confirmation

There is a total of 7 items in this construct to investigate the confirmation of expec-
tations among two group of respondents (w: have experience with AEB; w/o: no
experience with AEB). Table 4 shows the results obtained the construct. The highest
percentage of both group for strongly agree (“w”= 35.7%, “w/o”= 22.4%) is for the
item C7 (The AEB equipped car fits my needs.) and followed by C3 (Overall, most
of my expectations in using AEB are confirmed.) with the percentage of strongly
agree for both group are 30% for “w” and 20.1% for “w/o”. Based on the results, the
columns of disagreement is filled by the percentage consistently for the item C5. The
C5 is the item for investigating whether or not the AEB is out from the expectation.
Looking at the number of disagreement percentage of that items confirms that AEB
meets the user expectation.

3.5 Construct 4: Satisfaction

Construct 4 explores respondents’ satisfaction, and it consists of 8 items (as presented
in Table 5). Each scoring is presented by separating the respondent that having
experience with AEB as indicated as “w” and not having AEB as tells with “w/o”.
ItemS3 (Overall, I amsatisfiedwithAEB), recordedhighpercentage of agreement for
both group of respondents, although as can be seen that the “w/o” group is recorded
higher (strongly agree 34.3% for “w/o” compared to 17.9% for “w” group.; for the
agree score, 50% from “w/o” group and 30.6% from “w” group. From the finding
in the Table 5, most of the respondents are satisfy with the AEB overall experience
(item S2), satisfy with the feeling of enjoyment (item S6) and fun interaction (item
S7).
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Table 5 Percentage for satisfaction (S) results

N = 204; Have experienced with AEB (w) = 70; No experienced with AEB (w/o) = 134

1 2 3 4 5 6 7

w w/o w w/o w w/o w w/o w w/o w w/o w w/o

S1 0.0 0.0 0.0 0.7 2.9 0.7 5.7 17.9 15.7 30.6 34.3 50.0 15.7 25.7

S2 0.0 0.7 0.0 0.7 1.4 0.0 8.6 20.1 11.4 28.4 34.3 48.6 15.7 27.1

S3 0.0 0.7 0.0 0.7 1.4 0.7 7.1 16.4 7.1 32.8 30.6 50.0 17.9 34.3

S4 0.0 1.5 0.0 0.7 1.4 0.0 5.7 20.9 10.0 27.6 30.6 48.6 18.7 34.3

S5 0.0 1.5 1.4 0.0 0.0 1.5 5.7 17.2 10.0 33.6 29.1 45.7 17.2 37.1

S6 0.0 3.0 1.4 0.0 1.4 1.5 10.0 20.1 21.4 28.4 29.1 37.1 17.9 28.6

S7 0.0 2.2 1.4 0.7 1.4 1.5 14.3 19.4 20.0 28.4 26.9 37.1 20.9 25.7

S8 1.4 1.5 1.4 0.7 1.4 0.7 14.3 23.1 20.0 26.1 29.1 40.0 18.7 21.4

1 = Strongly disagree; 2 = Disagree; 3 Slightly disagree; 4 = Neutral; 5 = Slightly agree; 6 =
Agree; 7 = Strongly agree

3.6 Construct 5: Perceived Performance

Table 6 shows the construct 5which explores respondents perceived performance and
it consists of 13 items. Each scoring is presented by separating the respondent that

Table 6 Percentage for perceived performance (PP) results

N = 204; Have experienced with AEB (w) = 70; No experienced with AEB (w/o) = 134

1 2 3 4 5 6 7

w w/o w w/o w w/o w w/o w w/o w w/o w w/o

PP1 0.0 0.7 0.0 0.7 1.4 1.5 4.3 8.2 8.6 23.1 37.1 37.3 47.1 28.4

PP2 4.3 3.7 14.3 6.0 7.1 7.5 18.6 19.4 17.1 31.3 21.4 19.4 15.7 12.7

PP3 1.4 3.7 2.9 2.2 4.3 6.0 17.1 17.9 14.3 25.4 38.6 29.1 21.4 15.7

PP4 0.0 2.2 0.0 0.7 2.9 1.5 15.7 17.2 14.3 26.1 44.3 34.3 22.9 17.9

PP5 0.0 0.7 0.0 0.0 1.4 0.7 5.7 14.9 5.7 22.4 40.0 34.3 47.1 26.9

PP6 1.4 0.7 1.4 1.5 0.0 1.5 11.4 17.9 10.0 26.9 40.0 28.4 35.7 23.1

PP7 0.0 0.7 0.0 0.0 1.4 1.5 1.4 14.2 20.0 24.6 38.6 35.1 38.6 23.9

PP8 8.6 9.0 11.4 6.7 11.4 9.0 20.0 24.6 17.1 16.4 17.1 23.1 14.3 11.2

PP9 17.1 11.2 17.1 9.7 15.7 17.2 12.9 22.4 11.4 15.7 17.1 16.4 8.6 7.5

PP10 0.0 1.5 0.0 0.7 2.9 0.0 8.6 22.4 21.4 26.1 41.4 35.1 25.7 14.2

PP11 0.0 1.5 1.4 0.0 0.0 0.0 5.7 20.1 18.6 23.1 44.3 41.8 28.6 13.4

PP12 0.0 1.5 0.0 0.0 1.4 0.0 4.3 16.4 14.3 26.9 45.7 40.3 34.3 14.9

PP13 0.0 1.5 0.0 0.0 1.4 0.7 10.0 19.4 17.1 28.4 44.3 32.8 27.1 17.2

1 = Strongly disagree; 2 = Disagree; 3 Slightly disagree; 4 = Neutral; 5 = Slightly agree; 6 =
Agree; 7 = Strongly agree
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having experience with AEB as indicated as “w” and not having AEB as tells with
“w/o”. Majority for both group respondents strongly agree with the item PP1. PP1
is asking the respondents’ agreement for the function of AEB (I find AEB a useful
technology to reduce road accidents). The high percentage of the agreement also
found for item PPF, “I think the implementation of AEB will become an important
part of existing car components”. In linewith that it also good to know the respondents
that having AEB in their cars are less agree with item PP9 (There is no advantage
associated with the use of AEB in driving.). For details about how respondents
perceived about AEB designs (PP10), standard quality (PP11), the effectiveness of
functionality (PP12) and stability of the operation (PP13) can be found in the Table
6.

3.7 Construct 6: Perceived Usefulness

Table 7 displays the construct 6 that represent perceived usefulness. The response
from the respondents were measured to analyses the degree that using AEB equipped
vehicle is useful. From the result, 5 construct of the items were presented in
percentage. Each scoring is presented by separating the respondent that having expe-
rience with AEB as indicated as “w” and not having experience with AEB as “w/o”.
Item PU1 measure the safer driving experience with AEB in vehicle. Majority for
both of group of the respondent agree that AEB in vehicle can ensure safer driving
experience. Items PU2 measure the effectiveness of AEB function in vehicle to
prevent and mitigate collision. The respondents of both of the group agree the effec-
tivity of the AEB in vehicle to perform such function. Next, item PU3 which used to
measure the in general usefulness of the AEB system. Most of the respondent agree
with the usefulness of the AEB system in vehicle. While items PU4 and PU5 used
to measure driving productivity.

Table 7 Percentage for perceived usefulness (PU) results

N = 204; Have experienced with AEB (w) = 70; No experienced with AEB (w/o) = 134

1 2 3 4 5 6 7

w w/o w w/o w w/o w w/o w w/o w w/o w w/o

PU1 1.4 1.5 1.4 0.0 1.4 0.7 10.0 20.1 21.4 28.4 38.6 32.8 25.7 16.4

PU2 0.0 0.7 0.0 0.7 1.4 2.2 7.1 14.2 18.6 26.1 42.9 39.6 30.0 16.4

PU3 0.0 0.7 0.0 0.0 2.9 1.5 7.1 17.2 17.1 25.4 37.1 37.3 35.7 17.9

PU4 2.9 1.5 0.0 0.0 0.0 0.7 10.0 15.7 15.7 23.1 42.9 40.3 28.6 18.7

PU5 1.4 2.2 0.0 0.0 1.4 1.5 8.6 20.1 20.0 23.1 38.6 32.8 30.0 20.1

1 = Strongly disagree; 2 = Disagree; 3 Slightly disagree; 4 = Neutral; 5 = Slightly agree; 6 =
Agree; 7 = Strongly agree
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Table 8 Percentage for perceived ease of use (EU) results

N = 204; Have experienced with AEB (w) = 70; No experienced with AEB (w/o) = 134

1 2 3 4 5 6 7

w w/o w w/o w w/o w w/o w w/o w w/o w w/o

EU1 0.0 1.5 0.0 0.0 1.4 0.7 5.7 17.9 18.6 26.9 41.4 36.6 32.9 16.4

EU2 2.9 3.0 0.0 0.0 2.9 3.7 12.9 21.6 21.4 25.4 30.0 32.8 30.0 13.4

EU3 0.0 2.2 0.0 0.7 0.0 2.2 8.6 14.2 18.6 20.9 34.3 36.6 38.6 23.1

EU4 1.4 2.2 0.0 0.0 0.0 0.7 10.0 17.9 12.9 24.6 41.4 34.3 34.3 20.1

EU5 1.4 2.2 0.0 0.0 0.0 0.7 7.1 17.9 17.1 24.6 40.0 34.3 34.3 20.1

EU6 0.0 2.2 0.0 0.0 1.4 1.5 8.6 17.9 14.3 21.6 38.6 38.8 37.1 17.9

1 = Strongly disagree; 2 = Disagree; 3 Slightly disagree; 4 = Neutral; 5 = Slightly agree; 6 =
Agree; 7 = Strongly agree

3.8 Construct 7: Perceived Ease of Use

Table 8 shows the results of the construct perceived ease of use. This construct
used to measure the level of easiness as perceived by the respondents. There are
six items in the construct which ranging from EU1 to EU6. The response from the
respondents were represented in percentage. Each scoring is presented by separating
the respondent that having experience with AEB as indicated as “w” and not having
experience with AEB as “w/o”. Majority of the respondents from the both group
agree with the item EU1. The item asking regarding the clarity to use the AEB
system. The high percentage of agreement were also found in the rest of the items.
This indicate that the respondents perceived AEB system in car as easy to use.

3.9 Construct 8: Complacent Behavior

This construct consist of 9 items ranging from CC1 to CC9. Complacent behaviour
construct measure the tendency of the drivers to be too comfortable or complacent
with the AEB system to the extent unaware of the potential hazard. Each scoring is
presented by separating the respondent that having experience with AEB as indicated
as “w” and not having experience with AEB as “w/o”. Most of the respondent of
the both group were agree with the item CC1. In contrast, item CC2 indicated that
the respondent with the AEB experienced tend to disagree with the item, while the
respondent without AEB experienced tend to agree with the item.While, items CC3,
CC4 and CC5 had majority of the both respondent group agree with them. CC6 had
majority of “w” group of respondent slightly agree and “w/o” group of respondent
agree with the item. Next, item CC7 asking whether monitoring the AEB system
waste of time. The “w” group of respondent perceived the items as strongly disagree
while “w/o”group remainneutral. For the itemCC8,most of the respondent fromboth
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Table 9 Percentage for complacent behaviour (CC) results

N = 204; Have experienced with AEB (w) = 70; No experienced with AEB (w/o) = 134

1 2 3 4 5 6 7

w w/o w w/o w w/o w w/o w w/o w w/o w w/o

CC1 11.4 3.7 8.6 2.2 4.3 3.7 8.6 16.4 18.6 26.9 27.1 30.6 21.4 16.4

CC2 18.6 9.0 12.9 6.0 5.7 6.7 18.6 21.6 12.9 18.7 17.1 25.4 14.3 12.7

CC3 1.4 2.2 2.9 0.7 1.4 2.2 11.4 13.4 18.6 29.9 40.0 34.3 24.3 17.2

CC4 17.1 11.9 12.9 4.5 5.7 6.7 12.9 17.9 12.9 21.6 22.9 25.4 15.7 11.9

CC5 0.0 0.7 0.0 0.0 0.0 0.0 4.3 12.7 14.3 19.4 40.0 34.3 41.4 32.8

CC6 12.9 6.0 10.0 4.5 8.6 8.2 8.6 17.2 18.6 28.4 21.4 22.4 20.0 13.4

CC7 21.4 12.7 18.6 14.2 8.6 14.2 11.4 21.6 10.0 16.4 20.0 14.9 10.0 6.0

CC8 4.3 0.7 4.3 0.0 7.1 1.5 14.3 24.6 15.7 20.9 30.0 36.6 24.3 15.7

CC9 12.9 7.5 17.1 3.7 4.3 10.4 15.7 27.6 12.9 20.9 25.7 20.1 11.4 9.7

1 = Strongly disagree; 2 = Disagree; 3 Slightly disagree; 4 = Neutral; 5 = Slightly agree; 6 =
Agree; 7 = Strongly agree

of the group answered the question as agree. Eventually, for the item CC9 majority
of the respondent from both group remained neutral as their responses (Table 9).

3.10 Construct 9: Value for Money

Table 10 show the result for the percentage of the responses for the construct value
for money. There are 7 items in this construct coded as VM1 to VM7. This construct
used to measure the perception of the respondent whether the AEB equipped vehicle

Table 10 Percentage for value-for-money (VM) results

N = 204; Have experienced with AEB (w) = 70; No experienced with AEB (w/o) = 134

1 2 3 4 5 6 7

w w/o w w/o w w/o w w/o w w/o w w/o w w/o

VM1 4.3 1.5 0.0 2.2 5.7 6.7 11.4 29.9 17.1 21.6 41.4 24.6 20.0 13.4

VM2 0.0 1.5 2.9 0.7 4.3 0.7 7.1 24.6 12.9 27.6 52.9 27.6 20.0 17.2

VM3 5.7 3.0 5.7 3.7 12.9 10.4 12.9 29.9 22.9 24.6 27.1 17.9 12.9 10.4

VM4 1.4 1.5 2.9 0.0 7.1 3.0 7.1 28.4 24.3 25.4 37.1 27.6 20.0 14.2

VM5 4.3 3.7 5.7 3.0 7.1 6.0 24.3 30.6 18.6 24.6 27.1 18.7 12.9 13.4

VM6 2.9 3.0 8.6 2.2 7.1 5.2 14.3 23.9 22.9 23.1 22.9 28.4 21.4 14.2

VM7 4.3 4.5 8.6 3.0 8.6 3.7 15.7 17.9 20.0 27.6 24.3 29.1 18.6 14.2

1 = Strongly disagree; 2 = Disagree; 3 Slightly disagree; 4 = Neutral; 5 = Slightly agree; 6 =
Agree; 7 = Strongly agree
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reasonable to the effectiveness of the function to mitigate the crash. Each scoring is
presented by separating the respondent that having experience with AEB as indicated
as “w” and not having experience with AEB as “w/o”. There are high percentage of
agreement among “w” group respondents towards the VM1, VM3, VM4 and VM5.
While, “w/o” group remained neutral. Majority of the respondents for both groups
agree with item VM2, VM6 and VM7.

3.11 Construct 10: Continuance Intention to Use

There are 10 items in the continuance intention to use. This construct measures
the intention of the respondent to continually use the AEB system after experience
using the vehicle. Each scoring is presented by separating the respondent that having
experience with AEB as indicated as “w” and not having experience with AEB as
“w/o”. In general, the result of the items in the construct 10 had the respondents
answer as agree to strongly agree to the questions asked. This indicated that, the
respondent perceived AEB equipped vehicle as very functional and they confirmed
with the experience using the system and intended to continue using it (Table 11).

Table 11 Percentage for continuance intention to use (IU) results

N = 204; Have experienced with AEB (w) = 70; No experienced with AEB (w/o) = 134

1 2 3 4 5 6 7

w w/o w w/o w w/o w w/o w w/o w w/o w w/o

IU1 0.0 1.5 0.0 0.7 0.0 0.7 8.6 21.6 14.3 19.4 37.1 37.3 40.0 18.7

IU2 0.0 1.5 0.0 0.7 2.9 1.5 7.1 20.9 14.3 25.4 41.4 29.9 34.3 20.1

IU3 0.0 0.7 0.0 0.0 1.4 1.5 8.6 23.1 14.3 19.4 41.4 34.3 32.9 20.9

IU4 1.4 0.7 0.0 0.0 1.4 0.7 7.1 15.7 12.9 21.6 40.0 36.6 37.1 24.6

IU5 0.0 1.5 0.0 0.0 0.0 2.2 8.6 19.4 17.1 21.6 35.7 34.3 38.6 20.9

IU6 0.0 0.7 0.0 0.7 0.0 0.0 10.0 18.7 15.7 23.1 37.1 33.6 37.1 23.1

IU7 1.4 2.2 1.4 1.5 2.9 0.0 8.6 17.9 17.1 23.9 34.3 32.1 34.3 22.4

IU8 0.0 2.2 4.3 2.2 1.4 1.5 12.9 16.4 12.9 25.4 34.3 29.9 34.3 22.4

IU9 5.7 4.5 8.6 6.0 8.6 1.5 14.3 26.1 17.1 22.4 25.7 25.4 20.0 14.2

IU10 0.0 2.2 1.4 1.5 2.9 2.2 8.6 17.9 12.9 20.1 34.3 32.1 40.0 23.9

1 = Strongly disagree; 2 = Disagree; 3 Slightly disagree; 4 = Neutral; 5 = Slightly agree; 6 =
Agree; 7 = Strongly agree
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4 Conclusion

Out of 204 respondents, 89.7% of respondents have high expectations of AEB func-
tionality while driving. 88.2% of people do expect that the usage of AEB can avoid
them from collision and impact mitigations. Furthermore, 31.4% of respondents are
satisfiedwith AEB system equipped in their cars. They also claimed that their driving
effectiveness were enhanced when AEB system is activated. A sum of 174 people
(85.2%) responses that they likely to choose car that equippedwithAEB if they about
to purchase another car. In addition, 44 people claimed that they will still continue
using the system of AEB even they do not like it. Overall, this system usefulness is
well perceived by the drivers. The usage of AEB system is convenient and easy to
use according to the users. With the usage of AEB system, these users believed their
driving performance are alleviated.
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Appendix

Customer trust

CT1 This AEB vendor (car manufacturer) gives the impression that it keeps promises and
stay to commitments

CT2 I believe that cars equipped with AEB have my best interest in mind

CT3 I feel that I can trust cars equipped with AEB

CT4 Cars equipped with AEB are functioning very well to prevent any crashes from
happening

CT5 Cars equipped with AEB make me feel safe and confident to drive

CT6 In my opinion, AEB cannot be trusted at times

CT7 In my opinion, cars equipped with AEB can be trusted to do what is right

CT8 In my opinion, cars equipped with AEB effectively prevent crashes or mitigate impacts

CT9 When the car dealer suggests that I buy a car equipped with AEB, it is because it is the
best for my situation

CT10 I will not incur the risks of financial losses by installing AEB in cars

CT11 AEB functionality seems reliable

CT12 AEB equipped cars seem dependable

Customer expectation

CE1 Do you have high expectations in general regarding the functionality of AEB usage
when driving?

(continued)
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(continued)

CE2 How well will the AEB functionality prevent you from collision and impact
mitigations?

CE3 I expect that things could go wrong (AEB error) when driving using AEB

CE4 The AEB functionality when driving fits my expectation

CE5 The AEB effectiveness to prevent impending forward crashes fits my expectation

CE6 My experience in using AEB when driving will be better than I expected

Confirmation

C1 My experience when using the AEB equipped car is better than what I have expected

C2 The functionality provided by AEB when driving is better than what I have expected

C3 Overall, most of my expectations in using AEB are confirmed

C4 The efficiency of AEB when driving the car is better than what I have expected

C5 Overall, this AEB equipped car functionality is worse than expected

C6 The AEB equipped car meets my needs

C7 The AEB equipped car fits my needs

Satisfaction

S1 The expectations that I have regarding AEB are correct

S2 Do you have a good feeling about your overall experience of the use of AEB?

S3 Overall, I am satisfied with AEB

S4 I am very pleased with my experience driving the AEB equipped car

S5 Driving the AEB equipped car make me feel very satisfied

S6 Driving the AEB equipped car gives me a sense of enjoyment

S7 Using AEB makes me feel very content

S8 Interacting with AEB operation is fun

Perceived performance

PP1 I find AEB a useful technology to reduce road accidents

PP2 Using AEB will help me reach my destination more quickly

PP3 Using AEB would increase my driving performance

PP4 I find AEB enable me to drive more conveniently and effectively

PP5 I think the implementation of AEB will become an important part of existing car
components

PP6 I am convinced that using AEB will add value to my driving

PP7 In general, I find AEB useful

PP8 The use of AEB does not improve my driving performance

PP9 There is no advantage associated with the use of AEB in driving

PP10 AEBs in cars are well designed

PP11 AEB has an acceptable standard of quality

PP12 AEB offers effective functions

PP13 The system of AEB operation is stable

Perceived usefulness

(continued)
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(continued)

PU1 Using AEB enables me to accomplish a safer driving activity compared to other ways
of driving (i.e., I can improve my driving activity performance)

PU2 Using AEB enhances my effectiveness in driving (i.e., I can reduce the severity of
accident that can happen)

PU3 Overall, an AEB equipped car is useful

PU4 Using AEB increases my driving productivity (i.e., I can make my car stop before it
crashes into objects)

PU5 Driving an AEB equipped car would help me to detect any impending forward crashes
in time

Perceived ease of use

EU1 My interaction with AEB operation is clear and understandable

EU2 Interacting with AEB does not require mental effort

EU3 I find AEB easy to use

EU4 Learning to use AEB is easy for me

EU5 The use of AEB for driving is not frustrating

EU6 It is easy for me to become skilful at using AEB

Complacent behaviour

CC1 When I have a lot to do, it makes sense to let AEB stop the car to prevent collisions

CC2 If I drive aggressively, I would let AEB to prevent collisions for me

CC3 AEB should be used to ease people’s driving performance

CC4 If AEB is available to help me with collision prevention, it makes sense for me to pay
more attention to my other tasks while driving

CC5 Even if AEB can help me with a crash prevention system, I should pay attention to its
operation

CC6 Distractions and interruptions while driving is less of a problem for me when I have an
AEB to cover the impact mitigation and collision prevention

CC7 Constantly monitoring an AEB system’s performance is a waste of time

CC8 Even when I have to focus on driving, I am likely to watch AEB operation carefully for
errors

CC9 It is not usually necessary to pay much attention to drive when AEB is running

Value for money

VM1 AEB equipped vehicle are reasonably priced

VM2 AEB equipped vehicle offer value for money in terms of accident prevention

VM3 AEB equipped vehicle are economical

VM4 The functionality of AEB equipped vehicle is good in relation to the price

VM5 There are financial barriers to use AEBs in cars

VM6 I think AEB equipped vehicle are expensive

VM7 Overall, using AEB equipped vehicle costs me a lot of money

Continuance intention to use

IU1 I am likely to continue to use AEB while driving

(continued)
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(continued)

IU2 I intend to consistently use AEB as much as possible

IU3 I intend to continue using AEB rather than discontinue using them

IU4 If I were to buy a car again, I would likely buy an AEB equipped car

IU5 I feel comfortable using AEB while driving

IU6 I would recommend an AEB equipped car to a friend

IU7 I like driving AEB equipped car

IU8 My intention is to continue using an AEB equipped car rather than a non-AEB
equipped car

IU9 I have to continue using AEB equipped car although I do not like it

IU10 I will always try to use AEB while driving in my daily life
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Abstract Rear-end collisions are among the most common types of crashes on the
highway, where Malaysia also has one of the highest fatality rates for traffic in the
region. This research aimed to determine the association between the characteristics
of rear-impact crash and the risk of injury. The accident rate data during 2016–2018
were collected from Bukit Aman Traffic Investigation and Enforcement (JSPT),
Royal Malaysia Police (RMP) Pol 27. A Chi-square test was applied to achieve the
study objectives. A total 271 of single-vehicle rear-impact crashes were recorded
in the dataset. Passenger car contributed the highest number of rear impact crash
with 70% compared to other types of vehicles such as 4-wheel drives and lorry. The
injury-severity level showed that the rear impact crash fatalities represent about 11%
of total rear impact crash, followed by 9% of a slight injury, 6% of severe injury, and
74% with no injury. The result highlighted that six characteristics were found to be
significantly associated with the risk of injury. They are driver’s age, road system,
road surface condition, light condition, main vehicles’ part damage, and speed limit.
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This analysis has provided a useful new perspective on rear-end impacts crashes in
Malaysia.

Keywords Rear impact crash · Driver’s characteristics · Vehicle characteristics ·
Road and environmental characteristics · Risk of injury

1 Introduction

ASEAN countries have shown high road crash fatality rates and continuously on
the increase (ASEAN Road Safety Strategy, 2016). Malaysia’s road accident death
rate is the third highest in ASEAN countries after Thailand and Vietnam. According
to Tatem and Gabler [1] vehicle to vehicle crashes have been classified into four
categories based on the type of collision; collisions at the rear end, side sweep, head-
on and right angle. Rear end collisions are among the most common types of crashes
on highway, and scenario most relevant is the alarming number of the associated
injuries and mortality. It has been shown, for example, that rear-end crashes account
for 30% of all injuries and 29.7% of all property damages in the USA [2].

Previous research revealed that various factors are affecting the causes of rear-end
crashes such as driver characteristics (gender, age, alcohol use), environment (time,
weather conditions), roads (surface condition, physical characteristics) [3], vehicle
type [4] and the number of traffic lanes [5–7]. Occupant age, gender, roadway speed
limit and a vehicle mass term were the factors that have a statistically significant
effect on the likelihood of serious or fatal injury [8]. Moreover, a study by Chen et al.
[4], showed that the severity of injury among drivers were due to the rear impact crash
was influenced by many contributing factors such as roadways alignment, features
of the environment, driver characteristics and flow of traffic.

Data from WHO revealed that, Malaysia’s estimated fatality rate was among the
highest in the world in year 2013 [9]. According to previous research the speed limit,
mass ratio, gender and age are statistically significant predictors of fatality or serious
injury to belted drivers in rear impacts [8]. However, the study on the analysis of
rear-end impact crash and risk of injury in ASEAN countries especially in Malaysia
is scarce. The investigation on characteristics of rear-end impact crash and the risk
of injury among driver based on accident reported to the police in Malaysia have not
been fully recognized and has not yet well studied as compared to other countries.

Therefore, this research aimed to determine the association between the charac-
teristics of rear impact crash and the risk of injury, as preliminary data to plan for
future programmes for rear-end crash preventive in Malaysia.
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Table 1 Information item on
characteristics of rear impact
crash in Malaysia

Characteristics Variables

Driver Gender
Age
Race
Alcohol influence

Road and environmental Road system
Intersection-related
Road surface condition
Weather
Light condition

Vehicle Vehicles’ damage part
Type of vehicle
Speed limit

2 Methods

2.1 Data Source

The primary database of road accidents’ data that occurred during 2016 to 2018
was gathered from Bukit Aman Traffic Investigation and Enforcement (JSPT), the
department under The Royal Malaysia Police (RMP) POL 27. All the accident data
were based on the first impact of a rear-end collision.

There were 271 cases of single rear-end collision. As vehicle data had to be
considered in this analysis, driver, vehicle, road and environmental characteristics
were added to the dataset. Table 1 shows the rear impact crash characteristics.

2.2 Data Analysis

Statistical analysis was carried out to analyze the data using SPSS software (v25.0,
IBMCorp., NewYork, USA). Descriptive analysis in terms of frequency, percentage,
was used to investigate the distribution of rear-end impact characteristics and chi-
square test analysis was used to determine the association between rear impact
characteristics and risk of injury.
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Fig. 1 Rear impact crashes contribution in three years

3 Result and Discussion

3.1 Rear Impact Characteristics

Figure 1 shows the number of cases for the three years from2016 to 2018 respectively.
A total 271 of single-vehicle rear-impact crasheswere recorded in the dataset between
the year 2016 and 2018.

Table 2 illustrates the characteristics of rear-impact crashes that occurred in
Malaysia. Itwas found that themajority of the rear-impact crashoccurredon twoways
road system (51.3%) and dry road surface condition contribute the greatest number
of accidents with 239 or 88.2% of total crashes. The data reveals that 90.4% of the
rear impact crashes happened in a straight way more common than in intersections
or junctions. Furthermore, the rear impact crashes increase in the daytime (55.0%)
which is synchronized with the peak periods. The majority of the crashes occurred
on clear weather conditions with 248 cases compared with only 7.7% crashes during
rainy.

The data shows that the most crashes occurred at the area with 70 km/h speed
limit. Passenger car contributed the highest number of rear impact crash with 70%
compared to the type of vehicles such as 4-Wheel drives and lorry. The other type
of vehicles which are included buses and van showed only 13 crashes occurred
of the total number. Data also revealed that the rear part was the most frequently
damaged part of vehicles. In other studies, it was also found that the road features,
environmental condition, and vehicle were preliminarily selected as the important
factors that might affect the rear impact crashes [10].

3.2 Risk Injury Level

Figure 2 showed the severity levels of casualties resulted from traffic crashes are
classified into four classes; (1) fatal. (2) severe injury, (3) slight injury, (4) no injury.



The Association Between Rear Impact Crash … 355

Table 2 Characteristics of rear impact crash occurred in Malaysia

Variables (road/environments/vehicle) Category Frequency Percentage

Road features Road system One way 67 24.7

Two ways 139 51.3

Three-lanes 42 15.5

≥ Double-lanes 23 8.5

Road surface condition Dry 239 88.2

Wet 30 11.1

Sand 2 0.7

Intersection-related Straight 245 90.4

Curve 7 2.6

Roundabout 1 0.4

Crossover 7 2.5

Y-Intersection 9 3.3

Staggered
junction

1 0.4

Interchange road 1 0.4

Environmental Weather Clear 248 91.5

Clear 248 91.5

Rain 21 7.7

Light condition Day time 149 55.0

Dawn 19 7.0

Night with high
illumination

54 19.9

Night without
illumination

49 18.1

Vehicle Type of vehicle Occupant car 190 70.1

4-wheel drive 12 4.4

Lorry 56 20.7

Others 13 4.8

Vehicles’ damage part Undamaged 6 2.2

Front 103 38.0

Rear 129 47.6

Right side 4 1.5

Left side 5 1.8

Various 24 8.9

Speed limit 50 km/h 32 11.8

70 km/h 64 23.6

(continued)
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Table 2 (continued)

Variables (road/environments/vehicle) Category Frequency Percentage

80 km/h 27 10.0

90 km/h 50 18.5

110 km/h 54 19.9

> 110 km/h 44 16.2

Fig. 2 Distribution of
drivers’ injuries of rear
impact crash (N = 271)

11%
(29)

6%
(16)

9%
(25)

74%
(201)

Fatality

Severe injury

Slight injury

No injury

Most of the drivers involved in the crashes had no injury with 201 (74%) from a
total number of cases. The injury-severity level resulted from the rear impact crashes
showed that the rear impact crash fatalities represent about 11%of total road fatalities,
followed by 9% of slight injury and 6% of severe injury.

The result showed that almost 90% of the drivers are uninjured. The absence of
injury indicates that the body parts that were not injured might be only affected by
the condition damage of the vehicle. Furthermore, the distribution recorded head,
leg, and other parts of injuries percentage at 1.5%, 3.0%, and 4.1% respectively. The
body part including the chest, hand, and back at least in the lower rangewhich reveals
a reduced frequency of injury only about 0.7% of total numbers.

3.3 Association Between Rear-Impact Crash Characteristics
and Injury Risk

Table 3 shows the association between rear-impact crash characteristics and the injury
risk. The result attained also shows the association between rear impact character-
istics with the risk of injury. The driver’s age was significantly associated with the
risk of injury (p < 0.05). Meanwhile, the gender, race, and alcohol infection which
are the driver’s characteristics had no significant association with the risk of injury
where the P values obtained were 0.201, 0.492, and 0.867 respectively (p > 0.05).
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Table 3 Chi-square test

Rear impact characteristics Cases (n = 271)% Significant

No Injury Injury

Driver characteristics Gender

Male
Female

71.3%
85.5%

28.7%
14.5%

0.201
p > 0.05

Age

17–30
31–40
41–50
51–60
>60

72.2%
73.9%
81.0%
81.8%
43.8%

27.8%
26.1%
19.0%
18.2%
56.2%

0.032*
p < 0.05

Race

Malay
Chinese
Indian
Other

73.5%
71.0%
83.3%
100.0%

26.5%
29.0%
16.7%
0.0%

0.492
p > 0.05

Alcohol influence

Not suspected
Positive tested

74.2%
71.4%

25.8%
28.6%

0.867
p > 0.05

Road and environmental
characteristics

Road system

One way
Two ways
Three-lanes
≥Double-lanes

67.2%
81.3%
59.5%
78.3%

32.8%
18.7%
40.5%
21.7%

0.034*
p < 0.05

Road surface condition

Dry
Wet
Sandy

76.6%
60.0%
0.0%

23.4%
40.0%
100%

0.008**
p < 0.01

Intersection-related

Straight
Curve
Roundabout
Crossroad
Y-Intersection
Staggered junction
Interchange road

74.3%
57.1%
100.0%
100.0%
66.7%
0.0%
100.0%

25.7%
42.9%
0.0%
0.0%
33.3%
100%
0.00%

0.291
p > 0.05

Weather

Clear
Unclear
Rain

75.4%
100.0%
57.1%

24.6%
0.0%
42.9%

0.131
p > 0.05

Light condition

(continued)
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Table 3 (continued)

Rear impact characteristics Cases (n = 271)% Significant

No Injury Injury

Day time
Dawn
Night with high
illumination
Night without illumination

77.9%
84.2%
75.9%
57.1%

22.1%
15.8%
24.1%
42.9%

0.023*
p < 0.05

Vehicle characteristics Type of vehicle

Occupant car
4-wheel drive
Lorry
Others

74.2%
100.0%
70.6%
75.0%

25.8%
0.0%
29.4%
25.0%

0.324
p > 0.05

Vehicles’ damage part

Undamaged
Front
Rear
Right side
Left side
Various

83.3%
66.0%
83.1%
100.0%
80.0%
20.8%

16.7%
34.0%
10.9%
0.0%
20.0%
79.2%

0.000**
p < 0.01

Speed limit

50 km/h
70 km/h
80 km/h
90 km/h
110 km/h
>110 km/h

84.4%
81.2%
77.7%
68.0%
51.9%
88.6%

15.6%
18.8%22.2%
32.0%
41.8%
11.4%

0.000**
p < 0.01

*p < 0.05 = was considered statically significant at 5% level
**p < 0.01 = was considered statically significant at 1% level

Regarding the road and environmental characteristics, it was determined that the
risk of injury had a significant association (p < 0.05) with the following characteris-
tics; road system (p= 0.034), road surface condition (p= 0.008), and light condition
(p = 0.023). The result obtained showed a similar trend with previously researched
by which emphasized that condition and type of road either highways or main road
become one of the higher causes of road accident cases that have killed lives [11].

From the data tabulated in Table 3, it also can be recognized that no significant
association between the type of vehicle with the risk of injury due to the 0.324 of
significant value (p > 0.05) but other vehicle characteristics such as the vehicles’
damage part and speed limit had a strong association with the risk of injury (p <
0.001). This is supported by the work of previous research which indicated that the
impact configuration of each individual passenger car involved in a traffic accident
is important and 90% of the striking cars have an impact speed lower than 55 km/h
and most of these impacts occur on urban roads [12]. Finding also suggested that
to reduce the occurrence of freeway rear-impact crashes, the drivers should always
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comply with traffic regulations and standardize their driving behavior, continuous
control driving time and arrange adequate rest time [10].

Therefore, it can be concluded that the probability of rear impact crash increased
significantly with the speed limit. This statement is similar to Mohamed et al. who
also show that road system, road surface condition, and vehicle characteristics are
significantly associated with the risk of injury of rear impact crash [13].

4 Conclusion

Three characteristics of rear impact crash which are driver, road, and environmental,
and vehicle characteristics were recognized. The highest percentage of crashes were
recorded amongMalays, males, and age around 17–30 years old. In terms of road and
environmental factors, the most frequent crashes occurred at two ways road system
that represents 51.3% of total cases on the straight and dry road surface. Overall,
as shown in the distribution of drivers’ injuries of the rear-impact crash, most of
the drivers involved in the crashes had no injury. The results also showed that a
few variables were found to be significantly associated with the risk of injury of the
rear-impact crash. This analysis has provided a useful new perspective on rear-end
impacts crashes in Malaysia and a better understanding of their characteristics and
its association with the level of injury risk.

Acknowledgements The authors would like to thank the ASEAN NCAP Collaborative Holistic
Research Program (ANCHOR Phase III) and Universiti Malaysia Pahang (UMP) for providing
financial support under International Research grant UIC201508.

References

1. Tatem WM, Gabler HC (2019) Differential fatality risk between rear and front seat passenger
vehicle occupants in frontal crashes. In: Conference proceedings of international research
council biomechnical inject IRCOBI, vol 1, no 610, pp 554–560

2. Zhang K, Hassan M (2019) Identifying the factors contributing to injury severity in work zone
rear-end crashes, vol 2019

3. Méndez ÁG, Izquierdo FA (2010) Quasi-induced exposure: the choice of exposure metrics.
Accid Anal Prev 42(2):582–588. https://doi.org/10.1016/j.aap.2009.10.003

4. Bazarian JJ, Fisher SG,William F, Robert L, Knox KL, Pearson TA (2001) Factors influencing
pediatric injury in side impact collisions. J Trauma Inj Infect Crit Care 51(3):469–477. https://
doi.org/10.1097/00005373-200109000-00008

5. Chipman ML, Desapriaya E, Brussoni M, Han G, Gane J (2005) The risk of injury and vehicle
damage in intersection right-angle crashes. SAE Tech Pap 29(2):60–66. https://doi.org/10.
4271/2005-01-0285

6. Meng Q, Qu X (2012) Estimation of rear-end vehicle crash frequencies in urban road tunnels.
Accid Anal Prev 48:254–263. https://doi.org/10.1016/j.aap.2012.01.025

https://doi.org/10.1016/j.aap.2009.10.003
https://doi.org/10.1097/00005373-200109000-00008
https://doi.org/10.4271/2005-01-0285
https://doi.org/10.1016/j.aap.2012.01.025


360 A. Nadhirah et al.

7. Kim SK, Song TJ, Rouphail NM, Aghdashi S, Amaro A, Gonçalves G (2016) Exploring the
association of rear-end crash propensity and micro-scale driver behavior. Saf Sci 89:45–54.
https://doi.org/10.1016/j.ssci.2016.05.016

8. Padmanaban J, Burnett R, Levitt A (2016) Seatback strength as a predictor of serious injury
risk to belted drivers and rear seat occupants in rear-impact crashes. SAE Tech. Pap., vol.
2016-April, no. April, 2016. https://doi.org/10.4271/2016-01-1512

9. Idri A, Oukarfi M, Boulmakoul A, Zeitouni K, Masri A (2017) A new time-dependent shortest
path algorithm for multimodal transportation network. Procedia Comput Sci 109:692–697.
https://doi.org/10.1016/j.procs.2017.05.379

10. Xi J, Guo H, Tian J, Liu L, Sun W (2019) Analysis of influencing factors for rear-end collision
on the freeway. Adv Mech Eng 11(7):1–10. https://doi.org/10.1177/1687814019865079

11. Khairul Amri Kamarudin M et al (2018) Road traffic accident in Malaysia: trends, selected
underlying, determinants and status intervention. Int J Eng Technol 7(4.34):112. https://doi.
org/10.14419/ijet.v7i4.34.23839

12. Eis V, Fay P (2015) A detailed analysis of the characteristics of european rear characteristics
of european rear (2015)

13. MohamedSA,MohamedK,Al-HarthiHA (2017) Investigating factors affecting the occurrence
and severity of rear-end crashes. Transp Res Procedia 25:2098–2107. https://doi.org/10.1016/
j.trpro.2017.05.403

https://doi.org/10.1016/j.ssci.2016.05.016
https://doi.org/10.4271/2016-01-1512
https://doi.org/10.1016/j.procs.2017.05.379
https://doi.org/10.1177/1687814019865079
https://doi.org/10.14419/ijet.v7i4.34.23839
https://doi.org/10.1016/j.trpro.2017.05.403


Aircraft Noise Exposure and Effects
on the Health of Nearby Residents:
A Review

B. Athirah and M. S. Nurul Shahida

Abstract Noise exposure is a prevalent issue, where the people exposed to loud
sources of sound. This paper presents a concise review on aircraft noise exposure and
its effects on the health of people in nearby residences and public areas, particularly
on the health problems resulting from prolonged aircraft noise exposure and the noise
levels that can cause disturbance to human hearing. For this review, 27 key works
published from 2010 to 2020 was studied to find out the issues regarding the effect
from aircraft noise exposure. Based on the growing number of published studies in
this area, there is growing concern on noise pollution worldwide, with aircraft noise
being one of the major types of noise pollution. Thus, the key findings were extracted
from the published literature into the following categories: (1) source of noise and
propagation of noise, (2) recommendation of noise level from various boards, (3)
effect and impact on nearby residents, and (4) remedial actions to mitigate the effects
of aircraft noise. This paper provides insight on aircraft noise, including ways to
reduce the effects of aircraft noise based on the guidelines set by the authorities.

Keywords Noise exposure · Aircraft noise · Airport · Environment · Exposure
level · Noise level · Residence

1 Introduction

Environmental noise exposure is responsible for a range of health problems. People
continuously exposed to environmental noise may experience hearing discomfort.
Aircraft noise is one of the major contributors to environmental noise which affects
the health and well-being of the people living/working within vicinity of the airport.
Aircraft noise is not only generated from the aircraft engines but also involved the
airframe noise induced by the aerodynamic surfaces and surrounding turbulent flow
[1]. This paper presents a concise review on aircraft noise and its effects on the health
of people within vicinity of the airport. By reviewing papers pertaining to the effects

B. Athirah (B) ·M. S. Nurul Shahida
Collage of Engineering, Universiti Malaysia Pahang, Lebuhraya Tun Razak, 26300 Kuantan,
Pahang, Malaysia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. H. A. Hassan et al. (eds.), Human-Centered Technology for a Better Tomorrow,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4115-2_29

361

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4115-2_29&domain=pdf
https://doi.org/10.1007/978-981-16-4115-2_29


362 B. Athirah and M. S. Nurul Shahida

of aircraft noise exposure and the area exposed, a number of health problems have
been identified as a result of aircraft noise exposure. In general, the findings of most
studies indicate that the presence of an airport close to residential areas will influence
the residents’ health and well-being. Hence, the distance between the airport area
and residency area played significant role in level of noise exposure exposed.

Aviation offers some economic and social advantages, which leads to a higher
demand for aviation services and a rapid growth of airport development around the
globe which is lead to advanced economic plans. This in turn, promotes aircraft
noise pollution. Thus, guidelines from the International Civil Aviation Organization
(ICAO), Department of Environment (DOE), World Health Organization (WHO),
Occupational Safety andHealth Administration (OSHA), National Institute of Occu-
pational Safety and Health (NIOSH) and other standard safety organisation must be
emphasized in airport vicinity. In addition to the extension of airport areas, the devel-
opment of residential areas and cities is also influenced by the presence of airport in
the area. If the area of development is extended close to the airport, this will increase
of risk of aircraft noise exposure owing to the reduced distance between humans
and the source of noise pollution. If the airport is surrounded by skyscrapers and
mountains, the airport is not suitable for aircraft operations. There is a need for thor-
ough design planning or airport relocation, taking into account government offices,
institutions, community facilities, residential and commercial areas, as well as an
extensive open space network.

Health problems resulting from aircraft noise exposure seem to more prevalent.
However, most people may be unaware of the health risks associated with aircraft
noise exposure. People who suffer from noise-related health problems are those
who live near the airport or those exposed to loud sources of noise over prolonged
periods. Aircraft noise causes more annoyance and disturbance compared with noise
from road and railway traffic. People who live/work within present of airports are
more affected mentally and physically from aircraft noise. For instance, they may
suffer from cardiovascular disease, sleep disorders, learning impairment, hyperten-
sion, ischemic heart disease, irritability, psychological stresses owing to long-term
exposure to aircraft noise [2, 3].

Besides physical effects, people may also suffer from psychological effects. Fuji-
wara et al. (2017) points out that these effects were measured by considering the
condition of the individuals’ health either in physically or emotionally effect, where
the individuals stated their feeling and health states due to this noise disturbance. In
general, those affected by aircraft noise face difficulties and they feel stressed from
this environment. Some studies have shown that prolonged exposure to aircraft noise
increases the risk of noise-induced hearing loss (NIHL) [4]. NIHL is an occupa-
tional disease caused by long-term exposure to high noise levels and therefore, those
living/working near the airport are at risk of NIHL. The standards used to estimate
the risk of NIHL are assumed to be appropriate for daily exposures up to 12 h and
the risk of NIHL is dependent on the magnitude of the noise exposure.

Hence, it is necessary to improve the health and well-being of people
living/working near the airport. With this in mind, a concise review of aircraft noise
and its effects on the health and well-being of nearby residents was presented. This
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paper also presents the remedial actions that can be taken to mitigate the detrimental
impact of aircraft noise.

2 Literature Study

2.1 Literature Survey

The studies were conducted by doing research from database in websites. The find-
ings from articles, journals, news and encyclopedias act as references for the litera-
ture search related to this title. Keywords or terminologies such as ‘noise exposure’,
‘aircraft noise’, ‘airport near the residency’, ‘noise that effect the residence area’,
‘effect of residence near the airport’ and other related terms were used during litera-
tures search.Acomprehensive searchwas performedondatabases such asScienceDi-
rect, Google Scholar, Web of Science, and Scopus to ensure that the research articles
were relevant to the theme of this review.

Basner (2018) were studying a systematic review for environmental noise and
there were criteria followed as a guidance for formal meta-analysis as:

(1) Type of study: cross-sectional or longitudinal surveys, using an explicit
protocol to select the respondents.

(2) Participants: Studies including members of the general population (mainly
residents of noise-exposed areas).

(3) Type of exposure: Long-term outdoor noise levels, which are expressed as
LAeq, 24h, Ldn, Lden, or its components (Lday, Levening, Lnight), and the
duration in hours of night or can be easily converted from similar acoustic
variables and any variable or formulae calculated to find out the noise level.
The duration of noise exposure has limited time or time recorded and the
meteorology was necessary involved and included also.

(4) Confounders: Articles containing a potential second risk factor besides noise
(e.g. vibrations in case of railway noise close to the tracks) are included and
there are special remarks in the list of included articles.

These criteria were used as a guideline to ensure the relevancy of the articles for
a critical literature survey.

2.2 Extraction of Data

The literature survey conducted by reviewing scientific and experimental studies
published from 2010 to 2020. These studies were chosen to ensure the currency of
the findings related to aircraft noise. From the screening process, 145 articles were
selected to assess their eligibility for the literature survey. For this assessment, it
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referred to specific criteria such as the method of participant selection, procedure
used to calculate the noise levels, and/or method of noise measurement, the health
effects or annoyance caused by aircraft noise, and the actions taken to mitigate the
detrimental impact of aircraft noise. A table was constructed where the information
was organized into categories.

As shown in Fig. 1, after thorough screening, 81 articles excluded from the liter-
ature survey. By reducing the number of research articles, the studies could focus
more on the relevant ones. Studies related to infrastructural changes and military
airports were excluded. This decision was made independently by us. However, if
there were disagreements regarding the papers to be included/excluded, it will be
discussed the problem in order to reach a consensus. After the eligibility assessment,
37 articles that related to aircraft noise were obtained. From each screening, more
details that can be used as the guidelines for this study obtained. The study collected
and compiled the data such as the type of study, the main causes of noise exposure,
sources of noise, survey data, location of study, rationale for the site selection, survey

Fig. 1 Flowchart for the literature survey selection
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method, responses from the people, main outcome measures, and the counteracting
measures for aircraft noise exposure.

Debate or discussion papers also provide insight for this literature survey such as
the population of the study, assessment of aircraft noise exposure, causes of the illness
or the illness itself, confounding factors about the illness, statistical analysis of aircraft
noise exposure, and ethics towards the people faced with this problem. According to
theWHO, the permissible noise limit for environmental noise is 75 dBA.Noise levels
exceeding this limit are detrimental to human hearing. With the escalating human
population growth and rapid industrialization, noise pollution from transportation
is more prevalent. This review paper is focused on aircraft noise and its effects on
those living near the airport. After the screening and assessing the eligibility of the
articles, only 27 articles were selected for the review.

3 Results

From the graph, it shows that the studies regarding this aircraft noise issue was
increasing by year. In year 2010 and 2020 shows the highest publication rates about
the aircraft noise studies. Most likely it indicates that there is awareness among the
scientific community regarding aircraft noise and its impact. In early days when
aviation was still in its infancy, aircraft noise was a rare case; however, this issue
is more prevalent nowadays because of the escalating population growth and rapid
industrial development (Fig. 2).

The key findings of these studies are elaborate in below sentence which it focused
on the studies contents and the relation with the aircraft issues. Enneveer (2010)
conducted the study at Tallinn Airports and Tartu Airport, Estonia area where the

Fig. 2 Number of
publications related to
aircraft noise obtained from
Web of Science from 2010 to
2020

Total publications by year
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monitoring process taken placed by installed a stationary noise monitoring equip-
ment at the airport. They analysed the operating noise and aircraft noise through the
monitoring system. About 18% of take-offs and approaches take place above the
city, west of the airport, and 82% above the not densely built-up land east of the
airport [5]. From the annual average traffic report, the traffic scattered from western
direction and the area exposed to the noise smaller than east region. Due to the
increasing of air traffic, it caused a concern that the amount of aircraft noise produced
increase and mitigation measure take place by maintain the take-offs and landings
from eastern direction. This study shows the significant of aircraft routes analysis and
the frequency of aircraft movement in order to control the aircraft noise exposure.
This supported by the studies from [6], that with the relocation of Athens Airport
where people experience changes in noise level due to the introduction or removal of
aircraft noise. This paper reports the survey result by offering actual inter-temporal
noise change scenarios rather than hypothetical variations. The survey conducted by
adapt the people with real life situation where there was some variation in values of
noise during airport closure and opening. It acts as remarkably difference between
the old airport and new airport. It is found that there was a significant variation in
aircraft noise values between different areas.

A paper tittle ‘Analysis of Acceptable Flight Frequency under the Effects of Other
People’s Noise-Situations’ [7], points out the influenced of flight frequency and it
effects to the people. By considering the people’s noise-situations on an individual’s
maximum acceptable flight frequency (MAFF). Using two MAFF models, one that
tests for effect of available noise information and another testing for effect of other
people living in different noise-affected zones. Results from first model shows the
importance effect on available noise information on MAFF. Thus, people situation
regards the aircraft noise present differ based on their awareness. This indicates the
situation where people who have less noise information about the expansion plan
may not carefully consider their future noise situations, whichmay be the reasonwhy
they are willing to accept more flights. Next, Ozkurt et al. (2013) conducted a study
by calculating the level of aircraft noise exposure around İstanbul Atatürk Airport
using the European Noise Directive. There were significant numbers of people were
potentially exposed to excessive noise levels. From the result, total of 4% resident
population exposed to 55 dB(A) or higher noises during daytime in İstanbul. At
night-time, 1.3% of the population is exposed to 55 dB(A) or higher noise levels
[8]. It found that, the noise measurement different for day and night gave different
reading that differently effected the people. The exposure needs to be control and
minimize either by regulation terms or technology of aircraft itself.

In 2014, Hui Xie et al. published a paper in which they investigate the features and
control strategies of aircraft noise inChina. From the investigation, it found thatChina
had experience increasing 3% of hearing loss per year [9]. Also, aircraft noise was
noticed as a potential threat to other physiological systems, such as the cardiovascular
system. It also shows the arising in number of complaints due to disturbance from
the aircraft noise and this aircraft noise also can induced annoyance at different
levels. The through study helps to identify the aircraft activities and the different of
each airport management. There also found that certain airports prohibited the flight
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night schedule in order to reduce the noise exposure issues. Besides that, the noise
in everyday life can caused both auditory and non-auditory health effects. Noise-
induced hearing loss was remained as one of the impacts from the noise exposure.
An analysis conducted and studied for both auditory and non-auditory health effect
from the noise pollution such for auditory; noise induced hearing loss, annoyance,
occupational noise-induced hearing loss, and non-auditory; cardiovascular disease,
cognitive performance, sleep disturbance and hospital noise [10]. This study helps
to identify the specific effect from the noise exposure and determine the risk due to
this noise exposure situation. This review emphasize that non-auditory health effects
seriously occurred due to the environmental noise exposure.

The field study or cross-sectional study also conducted for the past years. In 2015,
a paper about the noise pollution that caused by the Birjand Airports on the residents
nearby it was conducted. This paper observed the noise pollution on residents of
Birjand airport area where the area experienced development of the city and increase
in flight schedule. Calibration of the sound produced with the sound intensity in
every 250–250 m2. Questionnaire distribution to 500 peoples residing in those areas
to find out the impact of road traffic [11]. Results represent the noise pollution with
the distance region and in the case of sleep disorders (55.57% of the population) have
the most adverse impact on residents over these areas and the others parameter such
as stress, nervous mode and mental illness does not come as a factor of the influence.
It shows that the distance of aircraft or airport from residency areas it affects the sleep
mode but not affect the nervous- ness, stress and mental illness and interfere with
speech. Currently, the cause of aircraft noise exposure or the source of noise itself
is being investigated and being improved. A study by Bertsch et al. (2015) involved
the discussion and findings about the noise reduction technologies that developed
todays. The ideawas basically to reduce the noise system by 8 dB along a take-off and
by 10 dB along an approach flight. Thus, to accomplish this study four key point was
formulated: (1) identification of main aircraft noise sources on-board, (2) assessment
of simulation capabilities for noise prediction, (3) identification and assessment of
promising noise reduction concepts for the reference vehicle, and (4) integration
of these measures on-board of the reference vehicle [12]. From the discussion, on
engine noise sources it should focused on the core noise sources such combustor and
turbine. The significant level of reduction for jet and fan noise was found achievable.
Also, the noise source from counter-rotating open rotor concept (CROR) also can
be reduce by doing reduction in fuel consumption. This example of noise reduction
method can be implemented in order to minimize the noise effect.

The study continued on finding the impact of aircraft noise exposure towards the
people nearby. The exposure that occur gave different impact on each subject. This
supported by the paper from Lawton et al. (2016) that studied about the relationship
between airports andmultiple subjectivewellbeing.This study conductedby combine
the national population statistics with the noise measurement maps for 17 English
airports. The study design by merging the national household-level data (APS) with
geographical location data on airport proximity (within 5 km) and measurement of
aviation noise contour (dB) [13]. The daytime aviation operation noisewas negatively
affecting the five subjective wellbeing measures while the night time noise contour
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show no significant issue towards the subject. It concludes that, with living under
aircraft traffic negatively impact the people. Next, mostly people effected emotion-
ally towards this noise exposure. By evaluating the tolerance by individuals who is
affected by the noisewhen they compare their situationwith otherswhomore severely
affected by the noise. It found that individuals tolerated more overhead flights when
they considered the situations of other people worse affected by the noise than they
were [14]. The aircraft noise tolerability and the consideration of noise exposure
situations of other people appeared to be a vital aspect to be considered in airport
noise management and policy.

With the present of housing area or public spots in the vicinity of airport area, a
concise action should be taken to countermeasure this noise pollution problem. A
paper was discussed about the efficiency of noise mitigation measures at European
airports [15]. The paper purposed to identify the noise regulations either it has been
fully applied or not by the airports with the aim to reduce the noise that caused
by the aircraft. In order to find out about the issue they study six different airports
(Frankfurt, Heathrow, Zurich, Madrid, Barcelona, and Malaga) during 2003–2013.
The noise evolution was analysed in details and it evaluated on how effective the
noise regulations at the airports. Positive noise reduction found was possibly due to
the development of new aircraft technologies. The action on noise regulation also
fulfilled by each airport but it still has long way to go as there still complain reported
by residents. However, the noise control can be fulfilled completely if people aware
about this pollution. This view is supported by Gasco et al. (2017) that presents
an overview of the different initiatives undertaken to promote awareness and inform
citizens about aircraft noise. Themain objective is to communicate noise information
to the public and from that the communication of airport noise was classified into
three groups: noise maps, periodic reports, and noise monitoring systems [16]. The
maximum sound level (Lmax) and the sound exposure level (LE) were the main
indicators used to describe these sound events, which are defined by International
Organization for Standardization (ISO) in the ISO 1996-1 and ISO 20906 standards.
Thus, the maximum level of allowable noise exposure was identified and it also
related to the community acceptance about the noise exposure.

Air traffic should be improved in order to minimize the aircraft movements. Air
traffic assignment strategies is amethod to proposed a betterway in reducing the noise
exposure.Amathematicalmodel and aheuristic algorithm that could assign aircraft to
departure and arrival routes was developed so that number of people exposed to noise
is as low as possible, taking into account temporal and spatial variations in population
in an airport’s vicinity [17]. This approached was demonstrated at Belgarde airport.
Thismodel purposed to describe the process of assigning aircraft operations to routes.
Input data collected for this study were air traffic data, departure and arrival routes,
noise data for each location, population data and human mobility patterns. This is an
initiative to minimize the number of people exposed to the aircraft noise by changing
the routes of flight. With the present of airport, the market value of the property
having a changed. This situation was indicated in a recent study by Trojanek and
Huderek-Glapska (2018) where they study the change of property values respect to
the air transport development policy and the relationwith LimitedUseArea (LUA) in
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terms of aviation noise towards the local. A model for pricing system called Hedonic
price modelling was applied to evaluate the effect on LUA and with the predicted
noise experience. The housing market price also keep changing based on demand by
people and technologies. This paper reported that Noise Depreciation Indices (NDI)
found at 0.8 means it will be given 0.80% price discount per decibel of exposure
[18]. It shows that people prefer a comfortable surrounding and willing to pay for
a better environment. Thus, airport planning and mitigation from the aircraft noise
need to be done in order to fulfil market demand.

The health effect from this noise exposure was mostly reported that it caused
disturbance or annoyance with this exposure. It become worse by effecting the life
style or resting time of the people. A laboratory studies shows that there changing
in heart rate during sleep after exposure to road or railway noise. This study aims to
investigate the relationship between the sound pressure level (SPL) of aircraft noise
and heart rate during sleep in populations living near airports in France [19]. The
heart rate shows increasing when the more SPL from all sources (LAeq, 15 s) and
the SPL exceeded for 90% of the measurement period (LA90, 15 s) increased. The
aircraft activities during night time should be reduce to ensure that people have a
good rest. Thus, health issue such stress, annoyance, hypertension and heart problem
can be avoided. This supported with the review from Fajersztajn et al. (2019) that
performed a comprehensive search about the effects of pollution by the airport activ-
ities towards the residents nearby São Paulo–Guarulhos (GRU) International Airport
and other airports. The study measured both the exposure (air pollution or noise
pollution) and the outcomes (health). All of the evaluation regarding the effects of
air pollution on the health of the population living near airports was conducted in
developed countries. The noise pollution in areas within proximity of six major
European airports, there was a relationship between chronic noise exposure with an
increased risk of hypertension among residents [20]. It shows that people mentally
effected by the noise exposure and lead to others physical diseases such heart problem
and hearing issues.

Todays, with the development and high demand from the market. The flight oper-
ation recorded increasing in number of operations. A recent study evaluates either
the flight frequency giving positive contribution on the air pollution and the data
referred to the monthly data of aircraft movements from 59 major airports in China
from January 2014 to December 2017 [21]. This paper found that the aircraft and
its emission mainly effect the community during the aircraft rides. The indicator
of the air pollution was based on the atmospheric particular matter (PM2.5) level
was used to measure the air pollution caused by the aircraft. From it, PM2.5 level
is significantly showing positive result and effecting people. Thus, a policy on the
aircraft control was established to make sure people safe from the exposure. Firstly,
it about the authority’s action in reducing the air pollution that caused by aviation
transportation by control and planning the aircraft movement or airport location.
Second, about the condition of airport area regarding it meteorology condition and
environmental factors in order the to expand or build the airport. In conclusion, those
findings of the aircraft noise exposure and their effects proven that this aircraft noise
effected people in terms of health, surrounding condition and life style.
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Table 1 shows the total number of similarities between the research articles
reviewed in this work according to the following keywords: aircraft noise, environ-
mental noise, health, noise annoyance/disturbance, community engagement, sleep
disturbance, and awareness. It can be seen most of the articles share similari-
ties in terms of the keywords. Based on the results, most of these articles are
related to aircraft noise, which is the main focus of this review. Noise annoy-
ance/disturbance comes in second, indicating that there is growing concern on noise
annoyance/disturbance caused by noise pollution. The highest keyword search used
was about aircraft noise which is it relevant with the theme of this study and second
is about the community engagement as the study include the community preference,
opinion and response. Most of the study also relate that this aircraft noise caused
noise annoyance and disturbance towards people.

3.1 Source of Noise and Propagation of Noise

The sources of noise are typically discussed in the research articles reviewed in this
work. In any investigation, it is first essential to identify the causes of a problem.
Hence, the causes of noise were identified before discussing the measures that can be
taken tomitigate the detrimental impact of aircraft noise. Aircraft noise is contributed
by non-acoustic factors as well as noise from the engine or aircraft system itself.
Scientists and engineers are still working on ways to reduce engine noise. During
take-off, aircraft noise is primarily determined by the engine thrust. Although take-
off noise dominates other forms of noise in airports, it can be expected that the noise
during take-off and landingwill be significantly reducedwith advances in technology.
According to FAA the level of noise produced by the aircraft may reach 110 dBA,
which is hazardous to people exposed to such noise levels.

The high levels of noise produced from the aircraft during take-off, flight, and
landing, as well as during ground operations, threaten the well-being of the commu-
nity and workers exposed to such noise. Therefore, governments, traffic controllers,
and authorities aim to minimize this threat by enacting and enforcing policies and
laws. According to the Federal Aviation Administration (FAA), the noise levels can
be measured at different locations of interest and plotted as contour maps, where a
contour line is used to indicate a single decibel (dBA). The noise contour map shows
how noise varies across broad areas. Similar to topography, these noise contours are
useful to measure the noise levels of an aircraft in the entirety of an environment.
Figure 3 shows themeasured noise levels for different conditions (flight arrival, flight
departure, and runway), presented in a noise contour map. The different blue lines
indicate differences in the noise levels.

This work is focused on noise exposure near the airport and its surroundings,
knowing that there aremany residential, commercial, and public areas within vicinity
of the airport. A few case studies have been carried out on noise issues nearby airports
in Malaysia, indicating that is some awareness regarding aircraft noise. The latest
study was carried out by concerning occupational noise exposure among airport
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Fig. 3 Noise contour map. Source FAA

workers at Kuantan Airport, Pahang. They studied the noise emitted by the aircraft
and the effects of this noise on the airport workers or thosemanaging ground handling
services [4]. The results indicated that aircraft noise exposure was hazardous on
human hearing.

An experimental assessment of human exposure levels to aircraft noise hazards
in the neighbouring environments of four Nigerian Airports [22]. They conducted a
scientific assessment of the hazard noise exposure levels by the aircraft suffered by
people living/workingwithin the neighbourhoods of fourAirport inNigeria. Physical
measurements were carried out on selected aircraft and environmental noise param-
eters such as the Ambient Noise Level (ANL), Sound Pressure Level (SPL), Aircraft
Take-off Noise-level (ATNL) and Aircraft Landing Noise-level (ALNL). The results
showed that SPL, ANL, ATNL, and ALNL were within a range of 103–115 dBA,
52.3–64.1 dBA, 69.6–87.7 dBA, and 66.2–82.7 dBA, respectively. These results were
alarming because the values have exceeded WHO’s recommended maximum noise
levels of 35 dBA (indoors) and 55 dBA (outdoors) to prevent speech unintelligi-
bility, noise annoyance, and sleep disturbance. It shall be noted that 90 dBA is the
permissible noise level/limit for 8-h daytime safe human exposure.

It has been reported that the noise pollution of United States airport affected
the nearby residents [23]. The trade-offs between the direct cost of changing the
regulatory day-night average sound level (DNL) from 65 to 55 dB versus the medical
costs, loss of health, and loss of lives associated with failing to do so. The impact of
aircraft noise pollution on the health of the community and workers within proximity
of theAbuDhabi InternationalAirport [24]. The studywas carried outwithin a 25-km
radius from the airport, which had high exposure to aircraft noise.
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3.2 Recommendation of Noise Level from Various Boards

Rules and regulation were established to protect people from any harm. The noise
exposure caused by the surrounding noise was differ by the sources of noise itself.
Due to this there were responsible organization established a guidelines or reference
of recommended or permissible noise exposure limit for exposure. Table 2 shows
the table of recommended noise level by various boards.

3.3 Effect and Impact on Nearby Residents

Subjects play a vital role in a case study. By recruiting the suitable subjects,
researchers may identify the causes and effects of aircraft noise. Subjects of different
age groups have been recruited for such studies, and the results indicated that the
aircraft noise has a pronounced effect on the subjects’ health and well-being if no
actions are taken to mitigate the effects. In Malaysia, the location of airports closer
to residential and commercial areas is both advantageous and disadvantageous to the
people.

Most of the studies found that the airport is located nearby residential areas and
public places (e.g. school, field, shopping complex). In addition, airports also serve
as a workplace for workers. Therefore, people of different age groups are exposed to
high levels of noise such as residents, students, children, infants, and workers. These
people are vulnerable to the health risks of aircraft noise exposure. A revealed-
preference face-to-face interview survey among the residents and workers near and
far from Abu Dhabi International Airport indicates the method in identifying the
noise exposure problem at there [24].

Health problems are a major concern nowadays. However, people tend to take
actions only after they have suffered from the health problem rather than taking
preventive actions. Long-term noise exposure leads to health problems such as
cardiovascular disease, sleep disorders with frequent awakening, learning impair-
ment, hypertension, ischemic heart disease, annoyance, and psychological stresses
[3, 19, 20, 27]. By conducting a questionnaire survey, observations, and analysis
of the effects of noise pollution, the research initiative, Noise-Related Annoyance,
Cognition, and Health (NORAH) studied the impact of transportation noise on the
noise annoyance and health-related quality of life (HQoL) [28]. The results showed
that the mean values of aircraft noise annoyance increased with an increase in the
aircraft sound levels at the Frankfurt Airport. The expansion of the airport including
the opening of the fourth runway (runway Northwest) increased the noise levels,
which in turn, affected the well-being of the people.

Direct or indirect noise exposure by the aircraft has been measured to determine
how it causes mental HQoL and annoyance. Although other factors may influence
noise annoyance and mental health (e.g. noise sensitivity, indicating the individual’s
vulnerability to environmental stressors), the results showed a statistically significant
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Table 2 List of recommended noise level by various boards

No. Organization Recommended noise level

Specific environment LAeq (dB) Time base (h)

1 World Health
Organization (Guidelines
for Community Noise)
[25]

Outdoor living area 55 16

50 16

School, playground
outdoor

55 During play

Industrial, commercial,
shopping and traffic areas,
indoors and outdoors

70 24

2 Department of
Environmental Malaysia
(Guidelines for
Environmental Noise
Limits and Control) [26]

Low density residential,
noise sensitive receptors,
institutional (school,
hospital, worship)

60 (day time) 24

55 (night time)

Suburban and urban
residential, mixed
development
Commercial

65 (day time) 24

60 (night time)

Commercial business
zones

70 (day time) 24

65 (night time)

Industrial zone 75 (day time) 24

75 (night time)

3 National Institute of
Occupational Safety and
Health (NIOSH) and
Occupational Safety and
Health Act (OSHA) [4]

Exposure level per
NIOSH REL

85 8

88 4

91 2

94 1

97 30 min

100 15 min

Exposure level per OSHA
PEL

90 8

95 4

100 2

105 1

110 30 min

115 15 min

4 Federal Aviation
Administration (FAA)

Shouting, garbage
disposal, food blender

80–90 24

Noise urban daytime 70–80 24

Normal speech 60–70 24

Large business office 50–60 24

Library, bedroom at night 30–40 24
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effect of aircraft noise on mental HQoL in the first year after the opening of the
runway. The effect of aircraft noise exposure on the heart rate of the population
living near the airport during sleeping. They measured the SPL of aircraft noise and
heart rate during sleeping for 15 s and the results showed that there was a higher
SPL from all sources (LAeq, 15 s) [19]. When the SPL for 90% of the measurement
period (LA90, 15 s) increased, the heart rate also increased. The results also showed
that there was a positive response between the maximum level of aircraft noise and
the heart rate amplitude during the aircraft noise event.

The risk that caused NIHL was also was discussed to promote awareness among
people regarding the effects of aircraft noise pollution. NIHL is an occupational
disease resulting from long-term exposure to high levels of noise. NIHL may be
more common among the public as the public is exposed to this noise on an ongoing
basis. The standards used to estimate the risk of NIHL are assumed to be appropriate
for daily exposures up to 12 h and the risk ofNIHL is also dependent on themagnitude
of the noise exposure. This indicates that the risk of getting NIHL is high for people
living the near the airport because they are exposed to aircraft noise every day.

In general, the results of previous studies indicate that the public is at risk of health
problems if they are constantly exposed to aircraft noise in the long term. Hence,
there is a need to implement remedial actions to mitigate the detrimental impact of
aircraft noise.

3.4 Remedial Actions to Mitigate the Effects of Aircraft Noise

It is crucial for the government, traffic controllers, or authorities to implement reme-
dial actions tomitigate aircraft noise-related problems. Based on the literature survey,
it found that there are measures that can implemented to reduce the detrimental
impact of aircraft noise on the people’s health and well-being. To reduce the impact
of aircraft noise on the health andwell-being of the community, it is important to issue
a standard code of practice, which includes installing sound insulation in residential
buildings to reduce the effect of noise exposure.

Guidelines, rules, and regulations also play an important role to minimize aircraft
noise exposure. According to the WHO’s Community Noise Guidelines, during
teaching sessions, the background SPL in classrooms should not exceed 35 dBL to
prevent speech unintelligibility and disturbance of information extraction. According
to this guideline, the noise levels of outdoor playgrounds of schools should not
exceed 55 dBL during the recess period to prevent noise annoyance. The following
recommendations to reduce aircraft noise exposure for residents near the airport [22]:

• Professional experts such as urban and regional planners should conduct geophys-
ical planning for cities/towns hosting the airport.

• Establish an aero polis instead of a simple airport, which has been done in most
developed countries.



376 B. Athirah and M. S. Nurul Shahida

• The architectural designs and orientation of buildings must be adaptive based on
local prevalent wind directions.

• Use anechoic and soundproof wedges as wall claddings.
• Further research should be carried out to improve existing aircraft technology in

order to minimize noise emissions.

These actions will likely reduce the detrimental impact of aircraft noise. With
this literature survey, there are opinions and beliefs based on the results of previous
studies. By this findings people can be more aware and take precaution when they
near to the aircraft noise.

4 Conclusions

In this paper, it presented a concise review on aircraft noise exposure and its effect
on the health of residents within proximity airports. Health issues such as noise
annoyance, sleep disturbance, cardiovascular disease, sleep disorders with frequent
awakenings, learning impairment, hypertension, ischemic heart disease, and psycho-
logical stresses may occur to those exposed to aircraft noise in the long term. Based
on a review on the studies pertaining to aircraft noise and the quality of life of resi-
dents within vicinity of a busy airport, the effects of aircraft noise exposure on the
nearby residents can be identified.

In general, there are numerous measures and indicators for aircraft noise. Noise
maps have been used to determine the noise levels, where each contour indicates the
noise level in decibels (dB). This review is specifically limited to studies pertaining
to aircraft noise and airport neighbourhood. The best way to establish any causality
between exposure and disease is to conduct analytic epidemiological studies such as
case–control study, cohort study, or clinical trial. The articles that fulfil this criterion
include ‘Traffic noise and hypertension—Results from a large case–control study’
[29], ‘Longitudinal effects of aircraft noise exposure on children’s health and cogni-
tion: A six-year follow-up of the UK RANCH cohort’ [30] and ‘Effects of aircraft
noise exposure on heart rate during sleep in the population living near airports’
[19]. Based on the findings of this literature survey, the following conclusions can
be drawn: (1) prolonged exposure to aircraft noise is associated with chronic noise
annoyance,whichmay lead to stress, and (2) this stress significantly contributes to the
prevalence of hypertension and in worse cases, may lead to cardiovascular disease.
In addition, most people exposed to aircraft noise suffered from noise annoyance
and sleep disturbance. The remedial actions that can be taken to mitigate the effects
of aircraft noise have also been presented in this paper.
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Anxiety Performance Among Athlete
in Response to Theories and Standard
Instruments: A Systematic Review

Wan Nurlisa Wan Ahmad , Zakri Ghazalli ,
and Mohd Azrul Hisham Mohd Adib

Abstract Successful sports performance is determined on how skillful the athlete
perceives the anxiety into positive performance. This study purposely assesses the
background of recent studies on anxiety theory, assessment instrument and map the
anxiety literature survey into a simple taxonomy. Current research intends to identify
the vital aspects that affect athlete performance in the sports field that remain a
challenge nowadays. Most related articles on (1) anxiety theory (2) athlete (3) sports
performance through three (3) popular databases are searched onClarivateAnalytics,
Scopus, and PubMed. These databases are deemed broad to cover both relevant
theoretical and technical literature. Thirty-three studies (N= 33) were selected after
screening process and biddable to the inclusion criteria mentioned. Background data
of studies provided varying samples, sports, and conditions. The study finding has
highlighted the functional of anxiety theory to measure anxiety performance assisted
with an anxiety assessment. The ability of the anxiety theories getting robust toward
athlete performance by integrating with anxiety assessment.

Keywords Anxiety theory · Assessment instrument · Anxiety performance ·
Anxiety assessment

1 Introduction

Enhancing performance is a significant concern for coaches and athlete [1]. One of
the factors that distorted the performance is anxiety. Anxiety is a natural human reac-
tion to the stress that involves interaction between the mind and the physical body
[2]. Anxiety begins with the state of being worried when dealing with danger or
an unfamiliar situation that produce aversive emotion [3]. The association between
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anxiety and performance in sport has obtained great consideration from researchers,
especially in sports physiology and psychology [4]. Competitive anxiety is bounded
as a tension and apprehension feeling during the tournament [5]. Competitive anxiety
affects athletes feeling and lead to worse performance. On the other hand, perfor-
mance anxiety is defined as the failure to reach the athletes’ optimal performance due
to the increase of the anxiety under perceived pressure [6, 7]. When anxiety perfor-
mance is debilitating to the athlete performance, they will produce poor and incon-
sistent performance. As well as elevated levels of chocking can lead to inadequate
performance in competition. Thus, anxiety and competitive sports are deeply related
to each other [8]. Failure to manage these anxieties result in poor’s performance [9].
Hence, managing anxiety is crucial to maintain and enhance athlete performance
during the competition [10]. Anxiety is distinguished between somatic and cogni-
tive anxiety [11]. Somatic anxiety deals with the changes in physiology such as
an increase in heartbeat, inconsistent pulse rate, butterflies in the stomach, muscle
tension, brain wave, elevated blood pressure and so on [12].

Cognitive anxiety refers to the negative expectation about performances, worries
about performance, inability to concentrate and pressure to win [7]. The underper-
formance may take place if athletes unable to manage with their anxieties [13]. Many
researchers presented theirworks on assessing the anxiety and athletes’ performances
such as Inverted-U Hypothesis [14–16], Multidimensional anxiety theory [17–19],
Catastrophe Theory [1, 19, 20], Attentional Control Theory [10, 20] and Individual
Zones of Optimal Functioning Theory (IZOF) [21–23]. However, none of the above
authors discusses how to access anxiety using the tools to support the theoryof anxiety
among sports athletes. The instruments were used to quantify the athlete’s anxiety for
different performance settings to support the anxiety theories, as mentioned earlier.
Anxiety assessment consists of Competitive StateAnxiety Inventory-2 (CSAI-2) [24,
25]. While for revised version is known as CSAI-2R [26, 27], State-Trait Anxiety
Inventory (STAI-2) [28], Sport Competition Anxiety Test (SCAT) [4, 9] and Sport
Anxiety Scale-2 (SAS-2) [29, 30].

Nevertheless, these tools can bemoreworkable if they paired togetherwith anxiety
theories as listed above. Ensure that, the result of the performance setting from anxi-
etieswill bemore precise and equitable. Therefore, this paper aims to conduct system-
atic review and meta-analysis to identify the taxonomy and classify research studies
to discuss the importance of anxiety theories and standard instruments in enhancing
the athlete’s performance. A secondary aim is to highlight the potential merging theo-
ries comply with the best-selected assessment instrument. Our primary outcome of
interestwas to grant additional space on researchers’ efforts in discovering the anxiety
theories and assessment literature into an anxiety sports performance taxonomy and
their purpose. Thus, this review provides a simple capture of the integration result
between anxiety theories, anxiety assessment, and athlete performance of the sport
and psychology literature published in the latest of 10 years recently.
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2 Methodology

2.1 The Review Protocols

This study was guided by an established guideline on conducting a systematic liter-
ature review [31]. This established guideline was designed for rigorous systematic
review for literature, providing steps and summarize the typology of literature review
by producing complete taxonomy of the literature.

2.2 Formulation of Research Questions

The formulation of a research question for this study was based on PICo. It is a model
used in evidenced-based practice to frame and answer the research question. The
acronyms of PICo based on three main concepts, namely Problem or Population,
Interest and Context. Referring to these three concepts, the authors have chosen
athletes for Population, performance anxiety for Interest, and the Context is anxiety
theory and standard anxiety instrument. This tool guides the researcher to develop
the research question throughout this study -How the anxiety theory and standard
anxiety instrument affect anxiety performance among the sports athletes.

2.3 Information Sources

A search of titles, abstracts, and keywords was conducted in the midst of 2019 for the
following three relevant digital databases: (1) MEDLINE databases, which provides
life sciences and biomedical literature through the PubMed search engine, (2) Clar-
ivate Analytics databases that are offering access to Web of Science core collection,
KCI-Korean Journal databases, Russian Science Citation Index and SciELO Cita-
tion Index, and (3) Scopus is the largest abstract and citation databases of literature
which delivering a comprehensive overview in the fields of science, technology,
medicine, social sciences, arts and humanities. These digital databases cover both
scientific studies and medical literature and provide an extensive broader view into
researchers’ influence on studies’ relevant background.
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Table 1 The frame of search string in databases

Databases Search string option

Clarivate Analytics TS=((“sport* performanc*” OR “athlet* performanc*” OR “competitive
spor*”) AND (“sport* anxiet*” OR “competitive anxiet*” OR “athlet*
anxiet*” OR “athlet* nervou*” OR “sport* nervou*” OR “competitive
athlet*” OR “anxiet* theor*” OR “anxiet* instrumen*” OR “anxiet*
assessmen*”))

Scopus TITLE-ABS-KEY ((“sport* performanc*” OR “athlet* performanc*” OR
“competitiv* sport*”) AND ( “sport* anxiet*” OR “competitiv* anxiet*”
OR “athlet* anxiet*” OR “athlet* nervous*” OR “sport* nervous*” OR
“competitiv* athlet*” OR “anxiet* theor*” OR “anxiet* instrument*” OR
“anxiet* assessment*”))

PubMed (((((((((((sport performance) OR (athlete performance)) OR ((competitive
sport))) AND (sport anxiety)) OR (competitive anxiety)) OR (athlete
anxiety)) AND (athlete nervous)) OR (sport nervous)) OR (competitive
athlete)) AND (anxiety theory)) OR (anxiety instrument)) OR (anxiety
assessment)) AND (sport))

2.4 Systematic Searching Strategies

2.4.1 Identification

Identification is the first stage of finding essential articles based on an appropriate
keyword related to the research. This process identifies the synonyms from the related
terms. Researcher enriches the terms, which are the primary keywords from the
research questions, and categorized it into a specific domain [32]. The authors use
variation source such as online thesaurus and refer to the keyword used by previous
studies. The keyword option indicated by the database also includes in this identifica-
tion process—enriching the primary keywords by searching the search string (based
on Boolean operator which is the most effective keyword followed by truncation,
phrase searching, wild card and field code functions). The primary keyword identi-
fies based on the three databases, namely Clarivate Analytics, Scopus, and PubMed,
shown in Table 1. These three essential databases possess the article’s quality and
have great multidisciplinary focus, including sports performance and psychological
(anxiety).

2.4.2 Screening

During this process, the author undergoes four screening steps that include all the
1290 selected articles by choosing various criteria required for articles selection. The
process still ground on the research question similarly as an identification process.
However, for screening process involved a specific requirement to ensure the articles
about the research objective. It is quite a struggle for authors to review all the selected
published articles from the identification process. Therefore, the authors limiting the
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articles timeline publication between 2009 and 2019. The main reason for limiting
the searching process to 2019 was that the searching process started in June 2019,
and the year still has another six months to end. Due to many irrelevant articles still
included in this process, the author scanned the title and abstract and only accepted the
relevant criteria for this study. The authors controlled the quality of article selection
by stated the inclusion criteria. The criteria are the articles that only published in
a journal and consists of empirical data will be listed in this study. The endnote
system was used to organize and store the selected articles extraction from those
three databases. A spreadsheet was used to create a table of data extracted from each
selected article. This process removed 70 duplicated articles, excluded 560 articles
for titles and abstract, and eliminated another 382 published in the selected Journal as
they did not fill the inclusion criteria. The remaining 33 articles will undergo further
process.

2.4.3 Eligibility

Eligibility is a necessary processwhere the articles aremanually checked and tracking
the authors’ remaining articles. This process began with reading the surface of the
article (abstract andmethod). Three hundred eighty-two articles (382) were excluded
due to emphasize on anxiety theory and anxiety standard instrument rather than
emotional, focus on anxiety performance rather than emotional performance, focus
on the healthy athlete in the sport rather than disability and unhealthy athlete. The
authors covered the inclusion and exclusion criteria in this process, as listed in Table
2. Altogether, there were only 33 selected articles.

2.5 Quality Appraisal

The quality appraisal process is performed to evaluate each article and follow
the general checklist proposed by Kitchenham [33]. The remaining articles were
presented to three experts for quality assessment by performed a full-text reading
for every single article. The experts ranked the articles into three quality categories
according to high, moderate, and low. Articles with high and moderate categories
will be included in this review process. To verify the rank of the quality categories,
the authors focusedmore on the articles’ methodology. This ranking process required
at least two authors to agree with the articles’ level of quality mutually. The third
authors’ arguing decision will be normalized resulted in numerous collections of
highlighted and notes during the reviewing works. Every single comment was saved
as a soft or hard copy versions depending on the author’s preferred style. This process
had graded 20 articles as high and 13 articles as moderate. Thus, all the remaining
33 articles were eligible for the review.



384 W. N. W. Ahmad et al.

Table 2 The listed inclusion and exclusion criteria for the systematic review

The inclusion criteria

1 All articles must be written in English for ease understanding and published between
2009 and March 2019

2 Quantitative methodology

3 Athlete samples with no restriction for age group criteria

4 Both individual and team sports are included in this review

5 The focus on athlete performance, in either one or more of the following aspects: •
Reviewing the new trend of utilizing the anxiety theories. • Surveying the developing
anxiety assessment. • Proposing a new combination of anxiety theories with the anxiety
assessment. • Analysis the athlete performance through scientific study for both theories
and instrument

The exclusion criteria

1 Non-English abstract, articles, and manuscript

2 Outside of scope study

3 Articles aimed that do not focus on anxiety sport performance

4 Articles that not related to publication categories

5 Intervention description without including the athlete participation

6 Studied that do not involve anxiety theory or assessment

2.6 Data Synthesis

The researcher chooses this study as an integrative review. The integrative review
allowed diverse research designs in this review, namely quantitative, qualitative, and
mixed-method techniques. The present study selected is a qualitative technique by
referring to Whittemore and Knafl [34]. He discussed the best way to synthesis the
integrative data is by using qualitative or mixed-method techniques. This enables
them to conduct an iterative comparison across the primary data sources. Based on
this study, the authors thoroughly read 33 articles in the main section of abstract,
method, result, and discussion. All the essential data were compiled in a single
Microsoft Excel file for a fast retrieval process. These findings are provided in the
relevant information as a complete reference for the result described in the next
subsequent section. Sets of the applicable and relevant result were employed with
Cochran’s Q test using SPSS as a statistics tool. The statistics data provide the
percentages or proportions of selected articles with the respective purpose categories,
type of anxiety theories and anxiety assessment instruments—article distribution
based on objectives from the listed relevant digital databases. Then, the researchers
ran the articles’ classification by following all the three crucial process, as shown in
(see Fig. 1).
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Fig. 1 Flow diagram for systematic literature review. Adapted from Xiao [31]

3 Result

3.1 Background of the Selected Articles

Initial query search resulted in 1290 articles categorized as follows: 360 articles from
the PubMed database, 440 articles from Clarivate Analytics, and 490 articles from
Scopus from 2009 to 2019 (see Fig. 2).

Seventy (70) articles were duplicates from three popular library databases. After
a full scan of titles and abstracts of the articles, 560 articles were excluded. Forty-
five (45) articles from unrelated publication categories and article types that consist
of incomplete information such as non-English as the primary language, in-depth
screening on sports types, selected anxiety theories and assessment instrument was
excluded 1257 articles. Therefore, the final set of articles included were 33 selected.
Every single of 33 selected papers were reading meticulously. Our main objective
to determine the background of recent studies on anxiety theory, assessment instru-
ment and map the literature survey into a taxonomy based on our research topic. A
complete set of articles (33) discussed the first category, which is the purpose of the
research articles for anxiety sports performance. However, this category was divided
into three subcategories: anxiety and arousal-based, type of sport-based and athlete
experienced-based. All these subcategories were classified according to the essen-
tial factor that affected the researcher’s scope of the study. The second categories



386 W. N. W. Ahmad et al.

Fig. 2 A taxonomy of research literature on anxiety sports performance

listed were the types of selected anxiety theories and the listed of the anxiety assess-
ment instrument. Both categories were limited to five anxiety theories and anxiety
assessment, with the intention of preferable studies within these recently ten years
by the respective researchers in psychological sports (see Fig. 2) shows the informa-
tive taxonomy on anxiety sports performance based on anxiety theories and anxiety
assessment divided as follows.

3.2 Purpose of Research Articles

This review articles’ primary aim on anxiety theories and sports performance is to
capture current understanding in this field and justify the requirement for future
research. This section listed three subsections about the purpose of research articles,
as shown in (see Fig. 3). Anxiety-based, followed by athlete experienced-based and
sport-based are the predominant factors found in the literature.

Fig. 3 Percentage
distribution of the purpose of
research articles

64%9%

27%

Anxiety based

Sport-based

Athlete
experience-based
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3.2.1 Athlete Anxiety-Based

Anxiety-based describe the level of state anxiety that has been shown to affect the
athlete performance. It categorized into a high, medium, and low level of anxiety.
Mabweazara et al. [26] describe the high anxiety state as debilitative once the anxiety
exceeds the average reading of anxiety. The anxiety state level can be affected by the
various conditions and sources of environment that are commonly seen in real life.
Athlete anxiety-based focused on three main scenarios affected mainly to anxiety
state: social pressure, peer pressure and monetary incentives [35, 36]. In social pres-
sure scenarios that incriminate the judgment by coaches, teammates, family hopes
give high pressure and elevate him/her anxiety level led to worse performance as
loss of athlete focusses. At the same time, peer pressure may generate in the team
category. The success of team category is determined by individual achievement, as
one of the members the pressure to get high scores lead to unstable of anxiety state
[37]. Lastly, it involves the monetary incentives that the athlete necessary to win their
game in every competition.

3.2.2 Sport Performance-Based

Sport performance-based is clarified into two classifications in sports areas: indi-
vidual games and team games (more than two members in a game). Mahmoodreza
et al. [38] stated that the competitive anxiety level was higher in individual sports
than team games. Archery is one of the individual sports since it only involves an
individual result of the shooting arrow to the targeting set [39]. A concurrent study
has been discussed about the individual athlete having a higher tendency to generate
anxiety due to self-depending on the game [40]. Consequently, anxiety management
technique is essential in an individual athlete rather than team games by putting aside
the athlete skills factor.

3.2.3 Athlete Experienced-Based

Athlete experienced-based elucidate the level of athlete expertise in their respec-
tive sports. It can be classified into novice, intermediate and expert categories. Each
category plays a different role and requires variation approach to tackle the anxiety
problem.Apart from that,Modroño andGuillen [41] claimed the relation between age
and anxiety level in sports performance. Since the older athletes having more expe-
rience than young athletes, they will have different exposure in handling the anxiety.
Hagan et al. [24] specified that athlete in the elite category has high self-confidence
due to their strong background in skills and previous experience in attending the
competition. For this reason, elite athlete proficient at interpreting their anxiety into
facilitative anxiety and resulting in an excellent performance.
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3.3 Previous Studies on Anxiety Theories

Development of anxiety theories resulted in the effect of sports performance. Krane
[42], McNally [43] and Zhang et al. [15] have extensively studied these emerging
anxiety theory through variety scope of the literature. Majority of the researchers
focused on the pertained scope related to anxiety, athlete, sport, and performance.
Studies that conducted on anxiety theories give a considerable impact on athlete
performance. Patel et al. [44] reported that there is a significant relationship between
anxiety theories and sports performance (see Fig. 4) showed five types of theo-
ries that getting attention from researchers recently. These anxiety theories were
discussed meticulously in terms of theory, functioning, characteristics, and signifi-
cance in anxiety athletes and sports. Multidimensional anxiety theory indicates the
most selected studied with seven articles by the researcher, followed by IZOF with
five articles, Catastrophe with three articles and two articles by Attention Control
and Inverted-U Hypothesis. These theories involved various sports types, such as
football, basketball, hockey, tennis, running, archery, table tennis, swimming, dart,
and skeet shooter. Regarding the sport classification, there are different approaches
between the individual and team categories.

3.4 Anxiety Assessment Tools

Using the anxiety assessment tool is to measure the level of anxiety and quantify
the data for further analysis. This review listed five types of anxiety assessment
that consist of Sport Competitive Anxiety Test (SCAT), Competitive State Anxiety
Inventory–2 (CSAI-2), Competitive State Anxiety Inventory–2R (CSAI-2R), Sport
Anxiety Scale-2 (SAS-2) and State-Trait Anxiety Inventory (STAI). Figure 5 showed
the number of the CSAI-2 specify themost selected by the researcher in these anxiety
study. The anxiety assessment consists of questionnaires and Likert-type scale that
required the respondent to answer the questions. CSAI-2 specify the most prevalent
studied with recorded 15 articles followed behind by SAS-2 with six articles, STAI-2
with four articles, SCAT with three articles and two articles for CSAI-2R.
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3.5 Integration of Anxiety Theory and Anxiety Instrument

This review emphasizes the utilization of anxiety theory are functioning well if
there is a combination with a standard instrument to measure the anxiety level in
quantifying data. Table 3 showed the research works that expressed the profiles on
the integration of anxiety theories and anxiety. Most of the finding showed a positive
response to this integrated anxiety theories and assessment.On the other hand, 6 out of
12 articles in these categories recorded the combination ofMultidimensional Anxiety
Theory and Competitive State Anxiety Inventory-2 (CSAI-2). This integration is the
most functional in assessing competitive anxiety state in sport psychology in terms
of athlete performance [14].

4 Discussion

This systematic review aimed to examine the trends of literature article related to
anxiety theories and anxiety instrument that the researcher commonly studied—
this review identifying the role of psychological factors among athletes in sports
performance. From 33 studies, the trends focus on three categories: anxiety theories,
anxiety assessment, and the integration of anxiety theories and standard instrument.
This study also comprehends the sport psychological background with all categories
of sport, either individual or team category. The author sought to synthesize the list
of articles related to the latest selection of anxiety theories and assessment. Each
theory and assessment address a different limitation and have their complexities.
The integration between these anxiety theories and assessment brought a significant
factor in enhancing the sport performance in terms of psychological problems. The
integration was aiding each other to verify the anxiety towards sports performance
result. The data listed in this review provides researchers and coacheswith a complete
summary of the evidence to this topic.Reviewing the integration of anxiety theory and
anxiety assessment also acts as amedium or functional to guide research and enhance
future sports psychological practice especially for individual sport categories such
as archery, running, swimming, cycling and other sport that focuses on individual
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Table 3 Summary results from studies in the combination of anxiety theory and instruments

Author Purpose Anxiety theory Assessment
instrument

Participant
description

[35] To investigate the
importance of the
mild level of anxiety
training towards the
consistent
performance in
athletes

Attentional Control
Theory (ACT)

State-Trait Anxiety
Inventory (STAI)

24 dart athletes (16
men, 8 women)

[44] To evaluate
management
principles of
performance anxiety
symptoms in young
athletes

Drive, Inverted-U
Hypothesis
Multi-Dimensional
Anxiety,
Individual Zone of
Optimal Function,
Reversal, and
Catastrophe

SAS, CSAI-2, CSAI
(Children), CSAT,
STAI, STAI
(Children)

Young female
athletes

[10] To examine the
influence of anxiety
level on the gun
barrel kinematics,
quite an eye
concentration, and
performance in elite
athlete levels

Attentional Control
Theory (ACT)

Competitive State
Anxiety Inventory–2
(CSAI-2)

16 skeet shooter
elite-level

[45] To examine the
effect of both
somatic and
cognitive anxiety
level during sport
competition among
athletes

Drive theory and
Multidimensional
Anxiety Theory

Competitive State
Anxiety Inventory–2
(CSAI-2)

112 athletes from
football, silat,
swimming, takraw,
basketball and
hockey

[46] To identify somatic
anxiety and sport
performances
among football
athletes with various
skills and
techniques

Drive theory Competitive State
Anxiety Inventory–2
(CSAI-2)

119 Football
players

[47] To determine
somatic anxiety and
sport performances
among Running
athletes of different
techniques and
skills

Multidimensional
Anxiety Theory

Competitive State
Anxiety Inventory–2
(CSAI-2)

107 running
athletes

(continued)
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Table 3 (continued)

Author Purpose Anxiety theory Assessment
instrument

Participant
description

[48] To apply treatments
intended to regulate
athletes’ anxiety
levels before the
competition by
maximizing the
performance

1.
Multidimensional
theory

2. Individual Zone
of Optimizing
Functional
(IZOF)

1. Competitive
State Anxiety
Inventory–2
(CSAI-2)

2. State-Trait
Anxiety
Inventory (STAI)

7 Professional
volleyball

[24] To examine an
irregular patterning
of anxiety,
dimensions of
intensity, and
frequency of
intrusions in athletes
across gender and
skill level for
competition

Multidimensional
anxiety theory

Competitive State
Anxiety Inventory–2
(CSAI–2)

90 table tennis
athletes

[26] To determine the
division of anxiety
level and anxiety
state that effected to
swimming
performance

Multidimensional
anxiety theory

Competitive State
Anxiety Inventory–2
(CSAI–2)

61 male swimmers

[49] To identify elite
athletes’
performance-related
emotions and
emotional profiles

Individual Zone of
Optimizing
Functional (IZOF)

Borg’s Category
Ratio (CR-10) scale

13 elite athletes

[7] To investigate the
motivational profiles
among table tennis
players

Self-determination
theory

Sport Anxiety
Scale-2 (SAS-2)

323 table tennis
athletes

performance. Due to this reason, individual sport commonly experienced a high level
of anxiety than in a team sport.

This review covered various anxiety theories: inverted-U hypothesis, multidimen-
sional anxiety, catastrophe theory, individual zones of functioning, and anxiety atten-
tional theory. In total, nineteen (19) studies leveraged a different persuasion on how
the anxiety perceived, and seven (7) articles used Multidimensional anxiety theory
(MAT) that composed of both elements of anxiety which are cognitive and somatic
anxiety. MAT hypothesizes that there is a negative linear relationship between cogni-
tive state anxiety toward athlete performance. While five (5) studies investigated the
optimal level of pre-competitive anxiety level and how anxiety functioning created
around the competitive situation. This study covered in Individual Zone of Optimal
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Functioning. Only two studies were covering the Inverted-U Hypothesis and Atten-
tional Theory for each. A vast majority from sport psychology researcher prefers
to include anxiety assessment in their research. In total, 28 articles selected for
anxiety assessment. There are fourteen studies on CSAI-2, five studies on SAS-
2, four studies for STAI-2 and three SCAT studies. However, somatic anxiety and
cognitive anxiety must work together in some interactive way to affect performance.
It is crucial importance for a better understanding effect on anxiety performance.
Multidimensional Anxiety Theory has received considerable criticism due to limited
functionality in term of independent effects between cognitive and somatic anxiety
upon athletic performance in sport.

Moreover, less explanation on MAT gives bad influences of anxiety interpreta-
tion on athlete performance [28]. Afterwards, the integration between anxiety theory
and anxiety assessment is the best component to describe anxiety performance. MAT
theory and the integration ofCSAI-2, showing the best pairing and gettingmore atten-
tion from this research. This integration recorded the highest used by the researcher
with six articles. The rest of the integration is betweenACT theory with STAI anxiety
assessment, IZOF theorywith STAI anxiety assessment andACT theorywithCSAI-2
anxiety assessment.

5 Conclusion

A recent disruptive trend in anxiety theories and assessment is the wave of devel-
opment in psychological sports performance. This systematic review focuses on the
current studies on anxiety theories, anxiety assessment, and the integration of both
anxiety theories and assessment to the athlete performance. The work presented here
is essential for assessing both functions of anxiety theory and anxiety assessment
together. So, the coaches can arrange the strategy on cognitive and somatic training
to the athlete and evaluate the anxiety level among athletes. The functional of the
anxiety theories getting extensively by using an anxiety assessment to step up the
athlete performance. The tested result becomes more precise as it inspects from two
sides of cognitive and somatic anxiety components. The authors highlight the most
pressing of anxiety theory and assessment for current trends from a researcher in
sport psychology area. However, this study addresses the importance of the integra-
tion of both anxiety theories and assessment. However, less attention has been paid to
the anxiety situation, participant, types of sport and all aspects. Consequently, further
studies should focus on filling the gap that keeps practitioners or researcher of sport
psychology and coaches in enhancing the anxiety performance among athletes.
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The Association of Socio-demographic
Characteristics Towards Driver
Behaviour and Traffic Fatality
in Selangor, Malaysia

Nurul Qastalani Radzuan, Mohd Hasnun Arif Hassan ,
Khairil Anwar Abu Kassim, Ahmad Azad Ab. Rashid,
Intan Suhana Mohd Razelan, and Nur Aqilah Othman

Abstract There aremore than6,000 road traffic fatalities eachyear inMalaysia since
2004, although the index of road traffic fatality per 100,000 population is decreasing
steadily each year. Selangor, one of the states in Malaysia, has recorded the highest
road traffic fatalities in 2019. Since traffic accidents and driver’s behaviour is corre-
lated, this study aims to understand the association between the socio-demographic
characteristics and driver’s behaviour, and the correlation between these parame-
ters and road fatality. Road traffic accidents in Selangor in the year 2019 were
used as the input data in this study. The selected socio-demographic characteris-
tics are gender, age group, ethnicity, level of education, job specification, and type of
driving licence. The statistics show thatmost of the fatalities involve employed young
Malay drivers with more than five years driving experience. A classification model
was formulated to classify the driver’s behaviour based on the socio-demographic
characteristics and vehicle type data. In addition, another classification model was
developed, combining the aforementioned parameters as independent variables to
classify the occurrence of fatal accidents. The supervised machine learning analysis
was conducted using classifiers such as Random Forest, Classification Tree, Neural
Network, Support Vector Machine, and Naïve Bayes using Orange data mining soft-
ware. Random Forest was found to produce the most accurate classification of both

N. Q. Radzuan · M. H. A. Hassan (B)
Faculty of Mechanical and Automotive Engineering Technology, Universiti Malaysia Pahang,
26600 Pekan, Pahang, Malaysia
e-mail: mhasnun@ump.edu.my

K. A. Abu Kassim · A. A. Ab. Rashid
Malaysian Institute of Road Safety Research, 43000 Kajang, Selangor, Malaysia

I. S. Mohd Razelan
Faculty of Civil Engineering Technology, Universiti Malaysia Pahang, 26300 Gambang, Pahang,
Malaysia

N. A. Othman
Faculty of Electrical and Electronics Engineering Technology, Universiti Malaysia Pahang, 26600
Pekan, Pahang, Malaysia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. H. A. Hassan et al. (eds.), Human-Centered Technology for a Better Tomorrow,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4115-2_31

395

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4115-2_31&domain=pdf
https://orcid.org/0000-0002-6681-1784
mailto:mhasnun@ump.edu.my
https://doi.org/10.1007/978-981-16-4115-2_31


396 N. Q. Radzuan et al.

driver’s behaviour based on the socio-demographic characteristics, and the occur-
rence of fatal accidents as compared to other classifiers. This study shows that socio-
demographic characteristics are indeed associated with driver’s behaviour, and both
socio-demographic characteristics and driver’s behaviour are among the causes of
fatal accidents.

Keywords Driving behaviour · Socio-demographics · Traffic fatality · Supervised
machine learning

1 Introduction

Selangor is one of the states with a very dense population in Peninsular Malaysia
alongside Johor and Kedah. The population in Selangor is approximately 6.53
million. The state comprises of KlangValley andGreater Kuala Lumpur which offers
massive job opportunities that attract people fromother states. The rapid development
in the Federal Territory of Kuala Lumpur increases the land prices, living cost, as well
as creating a level of service (LOS) F congestion, therefore peoplewhowork inKuala
Lumpur prefer to live outside of Kuala Lumpur, for instance in Selangor. In addition,
the Federal Territory of Putrajaya is also located in the vicinity of Selangor, thus
contribute to the traffic activities in and out of Selangor. According to Department
of Statistics Malaysia, Selangor has the highest road traffic fatality cases in 2019 as
shown in Fig. 1.

Traffic accidents can be linked to driver’s behaviour, but driver’s behaviour does
not necessarily focused on driver’s personality as in reckless driving. Yet, it may also
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Fig. 1 Traffic fatality cases in all states and federal territories of Peninsular Malaysia in 2019



The Association of Socio-demographic Characteristics … 397

be related to driving patterns. For example, the driving pattern at start-up signalized
junction [1] or at on-ramp/off-ramp [2]. Driver’s behaviour information is beneficial
to traffic authorities in designing guidelines to avoid traffic conflict. In general prac-
tice, driver’s behaviour is normally observed through self-report surveys, analysis of
police report data, using driving simulator, and video capturing method.

Self-report survey usually associatedwithDriverBehaviourQuestionnaire (DBQ)
that later the researcher may learn the driver personality behaviour. DBQ and police
report data is widely used in the evaluation of driver behavioural personality and
assessment of traffic violation performed by the driver [3–11]. Personal information
customarily collected such as age, gender, ethnicity, years’ experience of driving,
marital status, education level among others to classify and understand the driver.
This is important for the traffic authorities to justify which focus group that needs
to be prioritised before other types of groups. Then, the campaign, education, and
training can be executed in focus.

For Selangor case study, Nazlin and Siti Zawiah constructed Malaysian Driving
BehaviourQuestionnaire to investigate ageing-population-driverswhoprobably have
cognitive deterioration along with visual and hearing impairment [12]. Rosli et al.
revealed violations section have contributed the highest score among others (viola-
tions, errors, and lapses)which demonstrated driversmay have committed potentially
dangerous acts that could result in traffic collisions. This survey was performed
through DBQ distribution at several Rest & Relaxation (R&R) centres in Klang
Valley [13].

On the other hand, Borhan et al. focused on motorcyclists’ socio-demographics
and risk-taking behaviour at signalized junction in Sungai Buloh, Selangor. It
appeared that young adults aged 16–25 years old with low income and low educa-
tion level violated traffic rules at signalized junctions despite the result not claiming
to represent the whole Malaysian motorcyclist population [14]. In earlier years,
Ramli et al. investigated the effectiveness of helmet wearing behaviour towards facial
injuries using police reports and hospital medical records. A crucial finding was that
the visors of motorcycle safety helmets were not designed for impact absorption thus
unable to protect facial injuries [15].

Radzuan investigated the effect of merging and diverging lane length towards
driving patterns at the Federal Highway in Shah Alam, Selangor through a recorded
video. The study concluded the lane length may influence the speed behaviour and
variation [16]. Any method of driver behaviour data collection can be combined as
performedbyMakhtar et al.who used the combination of self-report survey and video
recording to investigate distracted driving behaviour [17]. The authors later reported
the result of distracted activities was far less than previous surveys performed by
Abu Bakar and Osman [18].
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2 Objective and Methodology

This study aims to understand the association between the driver’s socio-
demographic characteristics and driver’s behaviour in Selangor based on
Selangor’s road traffic accident data of 2019. These characteristics include gender,
age group, ethnicity, level of education, career status, and type of driving licence.
The list of driver behaviours which is also the same as traffic violations and errors
then later was analysed to investigate their influence in resulting traffic fatality. The
traffic collision data as well as drivers’ details that were provided by the Traffic Divi-
sion, Royal Malaysian Police, Bukit Aman were analysed. The driver’s detail was
collected through a police report made pertinent to the traffic collision occurrence.

A total of 1,490 traffic collisions was recorded by Royal Malaysia Police Data
in 2019 in Selangor. Data screening was performed to remove any redundancy and
incomplete data. After that, the traffic collision data was tabulated to synchronize
with police report data to retrieve the socio-demographic characteristics data. The
actual police report data was 2,058 reports including both traffic offenders and the
witnesses for 2019. Traffic violations and errors that were listed were decided by
the investigation officers. The listed traffic violations and errors made by drivers
among others are (1) careless driving, (2) improper traffic signal, (3) improper vehicle
park, (4) reckless driving, (5) tailgating closely, (6) exceeding road speed limit, (7)
disobeying traffic light, and (8) others. After excluding the non-guilty persons, a total
of 258 data remained to be further analysed.

The balance of 258 traffic collision data comprises of accidents that resulted in
fatalities, serious injuries, slight injuries, and no-injury/vehicle damaged. The victim
caused by the traffic collision could be either one or multiple victims, either the
driver, passenger, or pedestrian meanwhile there could be multiple drivers resulting
in traffic fatality. Therefore, this study may select only one driver detail from the
case summary provided in the police report that we think has a high possibility of
causing traffic fatality.

2.1 Classification Model

Classification model is a developed model in which the datasets were processed so
that it can be described and recognized in its data classes. Supervised classification
models are generated based on the training data whose independent variables and
target variables are known, and then, they are used on a new dataset to predict
the target variable. There are different methods of classification: neural networks,
decision trees and regression. When a decision tree is used to classify a nominal
target variable, it is called a “classification tree”, and when it is used to predict a
continuous one, it is called a “regression tree”.

The analysis of this study was conducted using Orange Data Mining Software
Version 3.20.1. Orange is amachine learning tool that is able to perform data analysis
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and visualization of the given data. It is very easy to perform analysis using the data
mining software as its analysis does not need complex coding writing but widget
placement only. As any developed model normally will be split into proportion of
70%of train data and another 30%of test data, the data samplerwidget of the software
may automatically select the fixed proportion of the test data as requested.

The input data set was performed a ranking score in the Orange software to ensure
the most informative features will be selected for several classifiers. Several super-
vised classification models were chosen to compare the ability of independent vari-
ables in classifying eight types of driver behaviour as well as classifying the fatal and
non-fatal collision. The classifiers among others are Random Forest, Classification
Tree, Neural Network, Support Vector Machine, and Naïve Bayes.

RandomForestwas discovered by LeoBreiman in 2001 [19] which at the beginning
was influenced by his own bagging technology articles [20, 21] and randomized tree
by Amit and Geman [22]. It consists of many decision trees together in its group
therefore weak estimators were improvised and became accurate during the model
development process. As a random forest generates many small-depth and random
subset trees, it then combines or aggregates the subtrees to avoid overfitting. Random
forest is also able to give a precise prediction when being used for large datasets.

Classification Tree in earlier history first appeared in Theta Automatic Interaction
Detection (THAID) as thefirst classification tree algorithmbyMessenger andMandel
in 1972 [23]. Then later the Classification and Regression Tree (CART) algorithm
was developed by Berkeley and Stanford professors [24]. As discussed earlier, a
target variable in categorical group form may make it be called a Classification Tree
where the model tends to identify in which class the independent variables may fall
into. Meanwhile a target variable in continuous data may be called Regression Tree.
In general, the dataset may keep on dividing at a node based on the value of a variable
until the branch is terminal and cannot be split any longer.

Neural Network was first described by Warren McCulloch and Walter Pitts as
connectionism in the manner of neurons in the brain’s activity [25]. Donald O. Hebb
then proposed the neural pathways intensify in every succeeding use, particularly
between neurons that have a tendency to fire within the point. Thus it begins a
process towards expressing the complex processes of the brain [26]. The first neural
machine, Mark 1 Perceptron, has the ability to self-learn was successfully devel-
oped by Frank Rosenblatt [27]. A typical neural network topology consists of input
layers which are determined by independent variables, hidden layer where neurons
are positioned, and the output layer correspond to target variable as shown in Fig. 2.
Example of multi-input single output (MISO) ANNmodel with a network topology.

Support Vector Machine is a supervised machine learning classifier that was
concluded from statistical learning theory of Vapnik and Chervonenkis [28]. It can
be used either for classification or regression problems. In classification problems,
Support Vector Machine optimally distinct data into two or more categories then
constructing N-dimensional hyperplane from a margin in a data plane. The larger
distance of the margin, the better support vector would be. Once the hyperplane has
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Fig. 2 Example of multi-input single output (MISO) ANN model with a network topology

been distinct and classifying points have been separated, the support vector may
define kernel function to take the data as an input then modify it into the required
form.

Naïve Bayes was named after Thomas Bayes whose Bayes Theorem’s founder
became the base of Naïve Bayes classifier in 1973 [29]. The theorem explains
methods in computing a distribution for a probability parameter in binomial distribu-
tion. In the classificationmodel ofmachine learning,NaïveBayes classifier calculates
the probability of a class variable given in independent variables and then predicts
the class of the target variable with the highest following probability. As the name
is naïve, the classifier is robust to noise data and insensitive towards irrelevant data
attributes.

The Orange workflow is depicted in Fig. 3.

3 Result and Discussion

According to the data, over 70% of the fatal accident frequently occured in evening
hours between 12 noon and 6 pm, on Thursdays. YoungMalay male, with secondary
school as the highest education level are among the traffic victim characteristics
that are frequently seen in the police report. The socio-demographic characteristics
fit the characteristics of ‘Mat Rempit’, a term used inMalaysia to describe daredevils
rider who mostly involved in illegal motorcycle street racing among other illegal
activities [30–34]. Ismail et al. and Ibrahim et al. reported that most of the unem-
ployed and low-skilled workers engaged in risky riding aggression in a way for cheap
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Fig. 3 Classification model
development through Orange
software

amusement and sensation seeking pleasure [35, 36]. However, according to Table 1,
most of the vehicles involved in the 258 accident cases were passenger cars, and not
motorcycle.

We speculated that the socio-demographic data in the police report is incomplete,
probably due to the fact that some of the drivers involved in road traffic accidents
did not file a report to the police. Many of these cases may occur in an accident
between a passenger car and a motorcycle. Motorcycle collision is a national road
traffic issue as reported in Malaysia traffic fatality statistics [37]. Moreover, there are
an abundance of underbone-type and scooter-type motorcycles in Malaysia due to
its affordable price, low fuel consumption, and congestion friendly. The trend is the
same for highly populated neighbouring countries such as Indonesia, Vietnam, and
Cambodia.

The most repetitive data of traffic fatality collisions had a full license with over
5 years of experience. The minimum and maximum age of fatal victims are newborn
babies and 92 years old respectively. It is worth to mention that the legal age to
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Table 1 Socio-demographic
characteristics of traffic
offenders in Selangor for
2019

Characteristics Median Mode

Vehicle year make 2019

Vehicle type Passenger car

Foreign drivers Singaporean Not related

Gender Male

Age range 31–41 years old 16–30 years old

Ethnicity Malay

Type of license Full license > 5 years old

Highest education level Secondary school

Employment status Employed

obtain a riding and driving license in Malaysia is 16 years old and 17 years old
respectively therefore a full license holder with 5 years of experience could be as
young as 21–22 years old victim.

3.1 Variables Association Towards Drivers’ Behaviours

A set of socio-demographic characteristics and vehicle type data was analysed using
Orange data mining software to determine the ability of these characteristics to
classify the driver’s behaviour based on the socio-demographic characteristics. Table
2 shows method used and the classification accuracy between the train and test data.

As presented in Table 2, Random Forest classifier outperformed Classification
Tree, Neural Network, Support Vector Machine, and Naïve Bayes in predicting
drivers’ behaviours. This shows that Random Forest has a good ability to dispute
noise data and able to generate plenty of classification trees. The classification accu-
racy of 70% generated by Random Forest as listed in Table 2 also shows that there
is indeed a correlation between the socio-demographic characteristics and driver’s
behaviour.

Table 2 Classification
accuracy among classifiers in
classifying driver behaviour

Classifier Classification
accuracy of train
data

Classification
accuracy of test
data

Random Forest 0.760 0.707

Classification Tree 0.673 0.673

Neural Network 0.600 0.600

Support Vector
Machine

0.573 0.573

Naïve Bayes 0.327 0.327
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Table 3 Classification
accuracy among classifiers in
predicting traffic fatality cases

Classifier Classification
accuracy of train
data

Classification
accuracy of test
data

Random Forest 0.804 0.784

Classification Tree 0.763 0.763

Neural Network 0.722 0.711

Naïve Bayes 0.649 0.649

Support Vector
Machine

0.598 0.598

3.2 Variables Association Towards Traffic Fatality Cases

In addition to the previous classificationmodel, drivers’ behaviours datawas included
in a variable list to determine the ability of these variables to predict traffic fatality
cases. Table 3 shows that Random Forest once again is able to achieve highest
classification accuracy.

The evaluations shows that Random Forest can classify fatal or non-fatal colli-
sions with 80.4% accuracy while Classification Tree, Neural Network, Naïve Bayes,
and Support Vector Machine gives accuracy percentages of 76.3%, 72.2%, 64.9%,
and 59.8% respectively. It is shown that with an almost 80% accuracy, the socio-
demographic characteristics and driver’s behaviour do influence the severity of the
accidents, that is fatal or non-fatal.

4 Conclusion

The study was performed with an intention to understand the association between
socio-demographic characteristics and vehicle type data, and driver’s behaviour
based on the road traffic accidents data reported in Selangor in 2019.Our first analysis
shows that Random Forest is the best classifier with an accuracy of 70%. This also
shows that there is a strong correlation between socio-demographic characteristics
and driver’s behaviour. Further, our second analysis again shows that Random Forest
provided the best classification of fatal accidents, with an accuracy of 80%. This
shows that socio-demographic characteristics and drive’s behaviour indeed deter-
mine the outcome of an accident, whether it is going to be fatal or not. Therefore,
an intervention project focusing on these variables is needed to overcome the traffic
fatality cases in Selangor. Future work should focus more on the socio-demographic
characteristics to determine which are the most relevant characteristics that influence
the driver’s behaviour, hence resulted in a fatal accident.
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The Development of Golden Apple Snail
Eggs Picker

Wan Zaiyana Yusof, Azmir Mamat Nawi,
and Puteri Fadzline Muhamad Tamyez

Abstract Several potential benefits of Golden Apple Snail, or GAS have been
reported, including its use as a source of food, use in the trade of aquariums, biolog-
ical control of plants, as a source of protein for fish, ducks and crocodiles, and as a
liquid biofertilizer. However, its physiological adaptability and capacity to travel a
long distance within a water system has become an invader of new habitats. Thus,
GAS is now a major pest in the cultivation of rice. Numerous research have shown
that GAS can be managed at various stages of cultivation by combining chemical,
mechanical, and biological steps. Nevertheless, GAS eradication has become a labo-
rious and expensive task. This study aims to design the biological tool or prototype
to eradicate this major pest. More particularly, the invention relates to a tool that
adapts hand-picking method in controlling and eradicating the eggs of these pests.
This study provides a society implication for paddy farmers, in which the creation
of this tool is effective and important to drive the farmers to better productivity with
the eradication of GAS eggs.

Keywords Golden apple snails · Paddy farmers · Picking tool

1 Introduction

Pomacea canaliculate, also referred to as golden apple snails (GAS), was first
detected in Malaysia in 1991, and it took almost 10 years before it became one
of the country’s main rice pests. These snails reproduce quickly and usually lay eggs
on any plants, leaves and other items above the surface of the water at night, with
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a quantity of 1000–1200 eggs per month. The eggs normally take just 7–14 days to
hatch and the hatchlings develop and mature rapidly, and this is the primary reason
that causes these snails to spread widely. These golden apple snails have spread with
rapid reproduction to almost all rice granaries and non-granary areas in Malaysia,
targeting paddy seedlings and young paddy plants [6]. These snails usually kill young
paddy stems and leaves and may consume 7–24 rice seedlings per day, resulting in
severe damage to the area of rice cultivation and causing paddy farmers a huge loss
[4]. Various management methods for paddy farmers, such as the use of chemical,
cultural and biological control techniques have been developed in order to control
and eliminate the invasion of golden apple snails.

1.1 Research Problem

One of the most commonmethods of golden apple snail control is to apply pesticides
to the paddy plants. The use of pesticides, howeverwill contaminate thewater, further
destroying biodiversity in the waterways. In addition, another important burden for
paddy farmers is the cost of using the pesticide [1]. On the other hand, some paddy
farmers have introduced biological control that allows the snails and their eggmasses
to strike and consume natural predators such as red ants, rodents, wild bird species
and domestic ducks. The paddy farmers would have to spend another amount on
buying and feeding the natural predators by using this strategy. Paddy farmers tend
to practice hand-picking instead of chemical and biological methods to avoid paying
extra costs on eradicating the golden apple snails [2]. In the morning and afternoon,
when the snails are most busy, paddy farmers can easily find, pick and collect the
snails and their egg masses. However, the paddy farmers could unintentionally kill
the egg masses while hand-picking the egg masses, and this will cause some of the
eggs to be removed from the egg masses and left on the paddy field. In addition, the
paddy farmers also have to gather the eggmasses in a tub, either basket or plastic bag,
after selecting the egg masses [3]. As a result, paddy farmers would spend much of
their time, rather than at home, in the paddy field. In order to monitor and eliminate
the invasion of the golden apple snails, there is a high need to develop a tool that can
efficiently select and collect the egg masses of the golden apple snails at the same
time [5]. Thus, this research focuses on the design of the prototype GASP.

2 Literature Review

The main strategy is egg selection and destruction to monitor the invasion of the
golden apple snails. Several instruments have been developed to help monitor the
snail invasion by using the picking method to capture the golden apple snails’ egg.
For instance, [7, 9] revealed a hand-picking tool for golden apple snail eggs using
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the concept of scissor mechanism, comprising a pair of baskets that can be moved
in an open condition where the baskets are separated.

This picking tool can be easily used by users to grasp the egg masses attached
to plant surfaces and pull the entire picking tool up to collect the egg clusters in
the baskets. This picking tool, however is inefficient since users can unintentionally
clamp on some parts of the egg mass, which may either cut the egg mass in half or
separate the eggs from the egg mass. A snail or snail’s egg collector called Salaan
Snail Collector, which includes a long handle and a scorpion-shaped plate attach-
ment, is disclosed in an eBook entitled ‘Low-external input rice processing (LIRP):
a technology information package,’ whereby these two parts are attached to the front
and back of a collecting basket [8].

Without tiresome bending, the long handle allows users to quickly catch the snails
and their egg masses, while the scorpion-shaped plate attachment allows users to
scoop or scrape the snails and their eggmasses fromwalls or plantswithout damaging
them. This collector is inefficient because during the scooping or scraping operations,
the snails or the egg masses will easily slip out of the attachment and fall back to the
soil or plant area.

It would therefore be desirable to develop a tool that would control and eradicate
the invasion of pests, especially the golden apple snails, with a simple and efficient
working activity. More especially, there is a need for a method designed to imitate
the technique of hand-picking in the selection and picking of the egg masses of the
snails. The shortcomings of the above-mentioned revealed inventions are overcome
by such an instrument.

3 Methodology

In this study, an interview protocol was adapted to answer the research objec-
tive: To create a prototype design in eradicating GAS eggs. Observations were-
also conducted on the farmers and agriculture officers to explore the nature of GAS
ecology, an assessment of historic and existing snails control methods and the impact
of GAS to environmental, agriculture and economic. It is important to understand
the farmers’ behavior using the proposed hand-picking tool in order to propose a
solution to identified problem.

The observations were recorded using some note-taking and visual recorded to
record limiting values whichmust not be exceeded if users are to carry out the actions
required without error, injury or discomfort. Since the data gained from literature
review and interviewswill be sufficient, the researcher began the process of sketching
the concept ideation of the hand-picking tool through sketch modelling or maquette
making instead of starting the ideation through drawing. At this stage, the researcher
will be more interested to test the practicality of the concept.
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4 Results and Discussion

This innovation reveals a two-part form collector which consists of a pair of pivotally
linked receptacles. It move between an open condition in which the receptacles pivot
away from each other and a closed condition in which the receptacles meet. There is
also an opening formed between the receptacles for clamping an elongated article in
the closed condition, which are attached to an external surface of the elongate article
into the receptacles, in the closed condition, when the collector is moved along the
elongate article. The collector can preferably be made of polymer or rubber that is
recyclable. The opening can preferably be positioned at a portion where the two
receptacles meet as depicted in Fig. 1.

Thus, this innovation is able to control and eradicate GAS eggs.More specifically,
the invention relates to a tool that adapts the method of hand-picking to collect the
egg masses of the pests as it is the most effective method of control in eradicating the
pests. By using this tool, without the issue of damaging the egg masses or detaching
the eggs from the egg masses, users can more easily and effectively pick and collect
the egg masses.

Fig. 1 The GAS eggs picker prototype design
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In addition, the egg masses can be selected and collected at the same time, which,
compared to conventional collection methods, significantly reduces the collection
time. As an innovative yet economical solution to overcome the invasion of harmful
snails such as golden apple snails that will attack paddy seedlings and young paddy
plants in the paddy fields, this tool can help paddy farmers by easily select and
collect the egg masses of the harmful snails that are attached to the containers on the
surfaces of paddy plants. This is done upon clamping on the paddy plants by pulling
the collector up along the paddy plants.

5 Conclusions

Within 7 days of planting his rice, the Golden apple snail attacks the young plants.
There are about one snail selves underground for 6 months and survive without
eating. Hence, the farmers rely on pesticide only to control it. Sometimes when
there’s a high infestation of snails, the paddy has to be planted all over again which is
also a big loss for the farmer. Therefore, the idea of GAS eggs picker is to minimize
the problem that the paddy farmer faced. This tool is designed to assist the paddy
farmers as an innovative solution yet economical to overcome the invasive of Apple
Snails in Malaysia. GASP adapts the cultural control which is the handpicking.

The present study hopes to contribute in several ways to the existing body of
knowledge on GAS. First of all, it is by improving the current prevention technique
of GAS control. This research concerns the method of controlling the GAS, particu-
larly the hand-picking technique. It is hoped that the results of this study will benefit
farmers in relation to the GAS attack. This finds the researcher seeking to under-
stand and adapt to socio-cultural circumstances by integrating hermeneutics with
empiricism, and checking the outcome of the analysis in situ to verify the effec-
tiveness. This will therefore benefit designers and provide a new platform for busi-
ness opportunities as well. Ultimately, the methodology developed will also benefit
the Malaysian government particularly Muda Agricultural Development Authority,
by promoting different product design categories. The prototype tested among the
paddy farmerswill potentially assist them in less relying on pesticideswhich in return
will reduce expenses on pesticides and prevent from generating wastes at the paddy
field due to the current method they are using to eradicate the Golden apple snail
eggs.
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Validity and Reliability of Instruments
to Measure Knowledge, Motivation
and Mindset Among Industrial Design
Students in Universiti Malaysia Kelantan

Azmul Fadhli Kamaruzaman, Ahmad Rasdan Ismail,
and Khairul Azhar Mat Daud

Abstract The principal goal of this article is to discuss the validity of the instrument
with its reliability index in measuring knowledge, motivation and mindset among
industrial design students in Universiti Malaysia Kelantan throughout Makerspace
learning environment session. This article also will explain the procedure taken in
ensuring the reliability and validity of the instrument which has been developed and
adapted from previous research. The result indicates that the internal consistency of
instruments (Cronbach Alpha) surpass the threshold value of 0.7. Throughout the
face validity process, experts have shown that the level of high validity regarding the
construct and the instrument itself. Besides, correlation values between items and
total scores exceed the value of 0.3, which is the bare minimum index of correlation.

Keywords Instruments reliability · Industrial design · Knowledge ·Motivation ·
Mindset

1 Introduction

Starting with Maker movement, which celebrated the arts of making and D.I.Y atti-
tude, makerspace has been hailed to be one of the most conducive environment upon
cultivating creativity through innovation and invention [1]. Maker movement is built
upon ideas of sharing and collaborationwhich permits and encourage the user to share
ideas, innovation and invention which are then used by another user in generating,
creating and innovating new ideas ranging from craftsmanship, circuit building and
microcontroller programming and other D.I.Y making entities. Twenty-first century
learning demand for a student, mainly industrial design student who combine arts
and engineering practices to be highly creative in solving a design problem. In addi-
tion to that, makerspace which comes into two modes of approach which are online
and physical space are the most conducive parts in the process of development of a
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student to comply with twenty-first century teaching and learning goal. The methods
are ranging from experiential learning, problem-based learning and collaborative
learning are integrating with the conducive environment such as makerspace upon
scaffolding students need technically and socially. Steinberg listed the working envi-
ronment as one of the factors that contribute to the creativity alongside motivation,
knowledge, mindset, personality and intellectual abilities [2]. This paper listed three
dimensions which include motivation, knowledge and mindset together with each
construct that explain those three dimensions. Most of the instruments were adapted
from the other established instrument where there is a need to validate instruments
to suit the purpose of the current research.

2 Research Instrument Validity

Research instrument validity is referred to as an ability of a questionnaire in
measuring construct or variable [3]. Face validity or content validity is referred to as
an ability of a questionnaire/instruments in collecting data that will meet the objec-
tive and requirement of the studies and the instrument is said to have high validity
if it can measure what is required to be measured. Questionnaire validity is referred
to the specific use of a questionnaire in this case will be about the measurement of
specific respondent/samples/students whose are industrial design students in Univer-
siti Malaysia Kelantan and is not valid to be used for a respondent/samples/students
in other programmed which are beyond the industrial design discipline.

The instruments are also designed to conduct pre-test and post-test research and
did not includes the involvement of exploratory construct development and the
validity is done through face validity process. This paper also dealt with contents
and construct validity through face validity process and not the internal and external
validity of the experimental research design.

Validity of a questionnaire also can be explained by the value of correlation of
item scores with the value of total score [4]. This study utilize the value of Pearson
correlation in analyzing the score of each question/item with the sum score of a
construct. Earlier research classifies that the value of correlation into 3 categories
which are high (0.50–1.00), medium (0.30–0.49) and small (0.10–0.29) [5]. The
value of instrument’s validity in measuring the Knowledge, Motivation and mindset
used two methods which are item/question correlation with sum of item score and
corrected item/question correlation with sum of item/question score [6].

In constructing Nomological network which serves as the theoretical model
between related variables, three variables are developed based on the theory of
creativity proposed by Steinberg. Theory of creativity proposed that the factor that
contribute to creativity comprises of knowledge, intellectual abilities, motivation,
mindset, personality and environment. All of the factor is consider to be an internal
factor of a person while the environment is the external factor that contribute to the
creativity. Since two of the dimension which are intellectual abilities and person-
ality required separate methods and instrument, the other four factor except for the
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environment which is the treatment condition of this particular research has been
developed to suit the objective.

Knowledge dimension comprises of 2 construct which are digital fabrication
and electronic prototyping construct while Motivation dimension comprises of 3
construct namely self-efficacy, situational interest and achievement emotion. Self-
efficacy instruments are adapted from general self-efficacy scale [7] while situational
interest are adapted from Situational Interest instruments [8]. The last construct
in motivation dimension are adapted from Achievement emotion instruments [9].
Mindset dimension and construct are taken from the earlier research that explains
the maker mindset [10] which are playfulness [11], collaborative [12], Asset-growth
oriented [13] and Resilient [14]. Table 1 summarized the definition of each construct
taken from the systematic literature review search using Scopus Elsevier and Google
scholar search engine.

Table 1 The definition of each construct taken from its spurce

Construct Definition Source

Digital fabrication The knowledge and ability of a person in handling, designing
and creating an artefact with the help of Computer Aided
Design Software and Additive/subtractive manufacturing
tools for examples in using 3D printing machine, CNC router
and Laser cutter machine

[15–17]

Electronic prototyping The knowledge of a person in designing and constructing an
electronic circuit consist of microcontroller unit and various
type of sensor, actuator and electronic components as well as
literacy in computer programming

[18–20]

Self-efficacy A person belief that his/her capabilities can encourage action,
cognitive capabilities and motivation in demanded situation

[21]

Situational interest Engaging effect of characteristics of certain activities on
individuals

[22]

Achievement emotion A type of emotion which is the result of an achievement in
certain activities

[9]

Playfulness A spontaneous attitudes of an individual with a tendency to
do something/take an action in a fancy and non-serious way
to elevate enjoyment, mood and work satisfaction

[11, 21]

Asset-growth oriented Mindset of an individual who consider that their capacity can
be developed over hardwork and dedication which in turn
cultivates passion for learning

[23]

Resilient An adaptation of an individual through various process and
capacity in the face of challenge to became successful

[24]

Collaborative Learning approach taken by more than one person in an
attempt to learn, understanding and designing together

[25]
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2.1 Face Validity

Face validity is a process where the instruments are subjectively reviewed normally
by an expert in the field to make sure the purpose of the instruments and item is clear
and understandable to a respondent [26]. The developed instrument to measure the
level of knowledge, motivation and mindset are referred to the reviewers comment
(qualitative verification and correction) consists of 4 senior lecturers in various field in
Faculty of Creative Technology and Heritage (FTKW) Universiti Malaysia Kelantan
in the field of industrial design, education and social sciences. Form of verification
are provided to the expertise to verify the instruments. Feedback from experts are
taken into a great consideration in improving the instruments. Some of the comments
from experts includes inaccuracies of the term used, clarity of the question, sugges-
tion in adding certain pertaining issues, formatting, language, clarity of the question,
deletion, substitution, addition of item and grammatical correction. All reviewers
comment are taken into a great consideration in the correction phase. Table 2 summa-
rized all of the comments by reviewers while Table 3 summarized the total item for
each construct before and after the revision of the instruments together with the type
of instrument development.

For the development of new instrument (Digital Fabrication and Electronic Proto-
typing), most of the item are developed through a sythesized and identification of
activities which are essential in design and has been reported in the literature which
govern the used of a makerspace as an environment of teaching and learning through
a systematic literature review procedure while the rest of the construct are adapted
from a literature.

Table 2 Summary of comments from reviewers for contents and face validity

Reviewer Reviewer field of expertise Reviewer comments

A Industrial design Grammatical error

Clarity of question

Some additional item should be added in highlighting
pertaining issues

B Industrial design Grammatical error and formatting issues

Deletion some of the item which are repetitive

Usage of an appropriate words

C Social sciences Grammatical error

Clarity of question

D Education Grammatical error

Some sentences need to be paraphrase for clarity and
understanding

Items substitution

Some items has double barrel question

Usage of an appropriate words
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Table 3 Number of items before and after deletion, type of instrument development and its source

Variables Construct Number of
item before
face validity

Number of item
after face
validity

Type of
Instrument
development

Adaptation
From

Knowledge Digital
fabrication

4 5 New
development

–

Electronic
prototyping

5 6 New
development

–

Motication Self-efficacy 8 5 Adaptation [26]

Situational
interest

23 17 Adaptation [8]

Achievement
emotion

24 20 Adaptation [9]

Mindset Playfulness 23 20 Adaptation [11]

Asset-growth
oriented

12 10 Adaptation [13]

Resilient 17 17 Adaptation [13]

Collaborative 18 15 Adaptation [12]

3 Pilot Test

The instrument is first developed based on the dimension and construct taken from
the literature review and undergo face validity. After undergo a face validity process,
the instruments are then given to the 60 student from Faculty of Creative Technology
and Heritage which undergo a 4 years degree in Industrial Design. Students from
year 2 and year 3 from Industrial Design degree programmed are then selected to
fill the questionnaire in February 2019 semester years. Data taken are then analyzed
using IBM Statistical package which permits the calculation of Reliability of the
instruments and correlation of the item.

Figure 1 shows the overall process flow in developing the questionnaire taken
from the previous research. Establishment of the construct through literature review
consists of 2 common stage namely synthesis of the literature and content validation
based on the AMEE guidelines [28] while the overall process consist of the deter-
mination of Cronbach Alpha’s index(reliability index) in the pilot test stage before
the actual data collection stage [27].

4 Reliability of Research Instruments

Generally, the Alpha Cronbach index is the measure of the internal consistency
of the instrument and explain how well the interaction of the given item which
correspond to the given construct and dimension. There are 3 dimensions that need
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Fig. 1 The process flow chart of instruments validity and reliability taken before the data collection
stage [27, 28]

to bemeasuredwhich areKnowledge,Motivation andMindset. The construct are then
established based on each dimension. Noted that Item in Knowledge dimension is
developed solely for this particular researchwhereas other construct for the following
dimension are adapted from an established instrument. Table 4 shows the summary

Table 4 Cronbach Alpha
reliability index for every
construct in measuring the
level of Knowledge,
Motivation and Mindset
among Industrial Design
Students in Universiti
Malaysia Kelantan

No. Construct Alpha Cronbach

1 Digital fabrication 0.862

2 Electronic prototyping 0.927

3 Self-efficacy 0.865

4 Situational interest 0.889

5 Achievement emotion 0.941

6 Playfulness 0.941

7 Asset growth oriented 0.943

8 Resilient 0.941

9 Collaborative 0.953



Validity and Reliability of Instruments to Measure Knowledge … 421

Table 5 Cronbach alpha reliability index of instrument in measuring digital fabrication

Construct Item number Corrected
item-total
correlation

Item
correlation
with sum
score

Reliability
index if item
deleted

Reliability
index

Digital
fabrication

1 0.687 0.791 0.834 0.862

2 0.654 0.776 0.840

3 0.689 0.782 0.838

4 0.728 0.837 0.820

5 0.740 0.871 0.831

values of Cronbach alpha of all construct. Values ranging from 0.862 to 0.953 which
are considered to be high.

4.1 Knowledge Dimension

Knowledge dimension consist of two important construct which are knowledge
of digital fabrication and knowledge of electronics prototyping among industrial
design students in Universiti Malaysia Kelantan. Digital fabrication and electronic
prototyping has been reported to be 2 most important skills and activities in maker
education [29–32].

The values of reliability index for Digital Fabrication construct shown in Table
5. The overall value of Cronbach Alpha is 0.862 which is consider to be high which
suggest the high internal consistency of the scale produced. The value of corre-
lation between item score with total score and corrected item with total correlation
ranging from 0.776 to 0.871 and 0.654 to 0.740 respectively which suggest the higher
correlation value between item with the total score of the instrument.

For electronic prototyping knowledge construct, it is reported in Table 6 that the
value of correlation between items and sum of score lies between 0.847 and 0.907
whereas the correlation between corrected item and the total score lies between 0.646
and 0.915. The reliability index of this construct are 0.927.

4.2 Motivation Dimension

For Self-efficacy construct, it is reported in Table 7 that the value of correlation
between items and sum of score lies between 0.489 and 0.613 whereas the correla-
tion between corrected item and the total score lies between 0.596 and 0.779. The
reliability index of this construct are 0.865.
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Table 6 Cronbach alpha reliability index of instrument in measuring electronic prototyping
knowledge

Construct Item number Corrected
item-total
correlation

Item
correlation
with sum
score

Reliability
index if item
deleted

Reliability
index

Electronic
prototyping

1 0.811 0.874 0.911 0.927

2 0.776 0.847 0.915

3 0.851 0.9 0.906

4 0.646 0.748 0.931

5 0.864 0.907 0.904

6 0.790 0.861 0.914

Table 7 Cronbach alpha reliability index of instrument in measuring self-efficacy

Construct Item number Corrected
item-total
correlation

Item correlation
with sum score

Reliability
index if item
deleted

Reliability
index

Self-efficacy 1 0.714 0.506 0.833 0.865

2 0.779 0.611 0.813

3 0.679 0.489 0.86

4 0.679 0.495 0.839

5 0.713 0.613 0.834

For Situational Interest construct, it is reported in Table 8 that the value of corre-
lation between items and sum of score lies between 0.47 and 0.767 whereas the
correlation between corrected item and the total score lies between 0.41 and 0.733.
The reliability index of this construct are 0.865.

For Achievement emotion construct, it is reported in Table 9 that the value of
correlation between items and sum of score lies between 0.452 and 0.814 whereas
the correlation between corrected item and the total score lies between 0.507 and
0.835. The reliability index of this construct are 0.941.

4.3 Mindset

For playfulness construct, it is reported in Table 10 that the value of correlation
between items and sum of score lies between 0.3 and 0.868 whereas the correlation
between corrected item and the total score lies between 0.94 and 0.947. The reliability
index of this construct are 0.947.

For Asset-Growth Oriented construct, it is reported in Table 11 that the value
of correlation between items and sum of score resides between 0.672 and 0.937
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Table 8 Cronbach alpha reliability index of instrument in measuring student’s situational Interest

Construct Item number Corrected
item-total
correlation

Item
correlation
with sum
score

Reliability
index if item
deleted

Reliability
index

Situational
interest

1 0.552 0.608 0.883 0.889

2 0.41 0.47 0.888

3 0.41 0.484 0.888

4 0.572 0.624 0.883

5 0.41 0.519 0.891

6 0.572 0.627 0.882

7 0.577 0.636 0.882

8 0.533 0.592 0.884

9 0.545 0.611 0.883

10 0.64 0.707 0.879

11 0.628 0.688 0.88

12 0.659 0.703 0.88

13 0.584 0.638 0.882

14 0.733 0.767 0.878

15 0.499 0.578 0.885

16 0.566 0.653 0.883

17 0.445 0.522 0.887

whereas the correlation between corrected item and the total score lies between 0.57
and 0.918. The reliability index of this construct are 0.943.

For Resilient construct, it is reported in Table 12 that the value of correlation
between items and sum of score lies between 0.649 and 0.856whereas the correlation
between corrected item and the total score lies between 0.58 and 0.836. The reliability
index of this construct are 0.941.

For Collaborative construct, it is reported in Table 13 that the value of correlation
between items and sum of score resides between 0.935 and 0.862 whereas the corre-
lation between corrected item and the total score lies between 0.71 and 0.841. The
reliability index of this construct are 0.953.

The correlation of items score with the sum of scores are between 0.935 and
0.862 while the corrected item score with total correlation resides in between 0.71
and 0.841 as The reliability index reported to be 0.953.
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Table 9 Cronbach alpha reliability indexof instrument inmeasuring student’s achievement emotion

Construct Item number Corrected
item-total
correlation

Item
correlation
with sum
score

Reliability
index if item
deleted

Reliability
index

Achievement
emotion

1 0.759 0.781 0.937 0.941

2 0.723 0.755 0.937

3 0.572 0.635 0.94

4 0.579 0.628 0.939

5 0.646 0.69 0.938

6 0.72 0.765 0.937

7 0.668 0.718 0.938

8 0.765 0.788 0.937

9 0.649 0.68 0.938

10 0.698 0.741 0.937

11 0.749 0.774 0.937

12 0.731 0.754 0.938

13 0.648 0.704 0.939

14 0.452 0.507 0.941

15 0.648 0.678 0.939

16 0.643 0.696 0.939

17 0.814 0.835 0.936

18 0.719 0.745 0.938

19 0.556 0.597 0.94

20 0.692 0.72 0.938

5 Conclusion

Through Table 5 to Table 13, it is observed that the value of correlation of the item
score with the total score are greater than 0.3 and also the value of corrected item
with total score exceed 0.3. Therefore the item represent a higher validity index as
proposed by [33, 34]. On the other hands, it is observed that the value of Cronbach
Alpha are greater than 0.6 which gives us the information that the instrument have
a high stability and high internal consistency [35, 36]. In General, Instrument that
will be used in a quantitative research is one of the crucial element that gives credi-
bility in research finding. In addition, to get a good research results and findings, a
comprehensive Pilot Test must be conducted which includes the face validity proce-
dure and the determination of item correlation and Reliability index that will ensure
the reliability and the validity of an instrument.
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Table 10 Cronbach alpha reliability indexof instrument inmeasuringdigital the level of playfulness
in learning

Construct Item number Corrected
item-total
correlation

Item correlation
with sum score

Reliability
index if item
deleted

Reliability
index

Playfulness 1 0.554 0.599 0.946 0.947

2 0.705 0.392 0.943

3 0.829 0.471 0.942

4 0.834 0.399 0.941

5 0.809 0.373 0.942

6 0.839 0.336 0.941

7 0.669 0.32 0.945

8 0.489 0.442 0.947

9 0.565 0.618 0.946

10 0.517 0.3 0.946

11 0.441 0.337 0.947

12 0.569 0.382 0.946

13 0.868 0.608 0.94

14 0.583 0.684 0.946

15 0.795 0.333 0.942

16 0.806 0.366 0.942

17 0.814 0.429 0.941

18 0.603 0.591 0.945

19 0.551 0.483 0.946

Table 11 Cronbach alpha reliability index of instrument in measuring student’s asset-growth
orientation

Construct Item number Corrected
item-total
correlation

Item
correlation
with sum
score

Reliability
index if item
deleted

Reliability
index

Asset-growth
oriented

1 0.608 0.672 0.943 0.943

2 0.912 0.928 0.932

3 0.703 0.765 0.94

4 0.71 0.781 0.941

5 0.57 0.631 0.945

6 0.918 0.937 0.929

7 0.854 0.886 0.932

8 0.794 0.837 0.935

9 0.852 0.884 0.933

10 0.788 0.84 0.936
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Table 12 Cronbach alpha reliability index of instrument in measuring student’s Resilient

Construct Item number Corrected
item-total
correlation

Item correlation
with sum score

Reliability
index if item
deleted

Reliability
index

Resilient 1 0.817 0.84 0.936 0.941

2 0.836 0.856 0.935

3 0.722 0.754 0.937

4 0.728 0.76 0.937

5 0.745 0.775 0.937

6 0.794 0.819 0.936

7 0.714 0.746 0.938

8 0.68 0.716 0.938

9 0.675 0.714 0.938

10 0.697 0.735 0.938

11 0.707 0.744 0.937

12 0.684 0.726 0.938

13 0.635 0.697 0.94

14 0.611 0.673 0.94

15 0.58 0.661 0.944

16 0.697 0.745 0.938

17 0.602 0.649 0.939
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Table 13 Cronbach alpha reliability index of instrument inmeasuring student’s collaborative effort

Construct Item number Corrected
item-total
correlation

Item correlation
with sum score

Reliability
index if item
deleted

Reliability
index

Collaborative 1 0.731 0.766 0.95 0.953

2 0.829 0.851 0.949

3 0.738 0.789 0.951

4 0.723 0.744 0.95

5 0.778 0.802 0.95

6 0.82 0.841 0.949

7 0.742 0.778 0.95

8 0.834 0.855 0.949

9 0.767 0.794 0.95

10 0.745 0.777 0.95

11 0.841 0.862 0.948

12 0.755 0.792 0.95

13 0.682 0.735 0.952

14 0.768 0.802 0.949

15 0.71 0.763 0.952
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Design and Development
of the E-Bonang Musical Instrument
as an Integration of Music and Electronic
Prototyping for Educational Purposes
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and Tan Tse Guan

Abstract Bonang is one of the instruments used in the gamelan orchestra, which is
one of the most valuable cultural heritage of Malaysia. However, due to its high price
and bulkiness of the traditional design, the Gamelan is beyond the reach of many
schools and musicians in terms of affordability, space and mobility. Development of
the E-Bonang is an innovative approach to solve these issues as well as sustaining
and promoting this musical heritage through technology to a wider audience, espe-
cially the younger generation. The aim of this paper is to highlight the design and
developmental process of the E-Bonang musical instrument and the potential of
the device in integrating both music education and electronic prototyping educa-
tion. One of the main contributions of this design approach is that the instrument’s
weight will be reduced up to 60% and can be manufactured with much lower cost.
The product has the potential of introducing students to traditional music education
(gamelan) while emphasizing the D.I.Y feature of electronic prototyping as an expe-
riential education which includes circuit building, microcontroller programming,
sound experimentation and product assembly.

Keywords Bonang · Electronic gamelan · Industrial design · Education

1 Introduction

Bonang is one of the instruments of the gamelan orchestra, a traditional musical
ensemble found in Indonesia and Malaysia [1]. Usually, the bonang leads the
orchestra by playing the introductory melody and setting up the tempo of a piece.
Like most of the other instruments in the ensemble, the metal parts of the bonang are
made of copper or bronze, and teak wood is used for the woodwork. Sure enough,
a gamelan set can cost up to hundreds of thousands of ringgit and takes months to
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produce, not to mention the bulkiness of the instruments [2]. This makes gamelan
beyond the reach ofmost schools and learning institutions inMalaysia, thus depriving
our younger generation access to their own heritage. The E-Bonang is designed not in
any way to replace the traditional bonang, but to provide an alternative for students,
to at least have a feel of how the instrument is played and sounded. Besides solving
the traditional problems of size and price, the E-bonang is also designed to expand the
musical boundaries of the traditional bonang in particular and the gamelan ensemble
in general, to include science education.This is in linewith the government’s efforts in
developing science and technology while inculcating the appreciation for traditional
arts.

While earlier research in preserving traditional music such as gamelan took a
digital approach [3, 4], this project took an approach into the combination of heritage
and science education for the younger generation. Emphasis will be on playing
technique, sound sampling and reproduction, product design andphysical computing.
Ultimately, the E-Bonang can be expanded to include all other instruments in the
gamelan orchestra such as the gambang, gong, saron and kenong or even other
traditional instruments such as the caklempong. Students and young adults can learn
about their cultural heritage through the use of technology in a fun and creative way.

2 Design and Development Process

The E-Bonang is a musical sound MIDI (Musical Instrument Digital Interface)
controller comprising of a rectangular body mounted with circular pads on the upper
surface upon which a number of piezoelectric transducers are mounted. The signals
produced by the transducers are transferred usingMIDI interface that transmits stan-
dard MIDI data through an Arduino set-up to a Digital AudioWorkstation (DAW) or
sound reproduction device (module) using sampled sounds or audio generator. The
identity of the transducer provides the pitch information for the MIDI interface and
the velocity is calculated from the time rate of change of the output voltage from the
piezoelectric transducers. The instrument uses the DIY concept in which users learn
to assemble the instrument and its electronics components while learning some basic
programming using Arduino.

The development can be divided into 4 phases which are Circuit and Microcon-
troller development process, design and development of housing unit, audio sampling
and testing. The first stage includes the development of piezo transducers circuit and
microcontroller programming process and followed by fine tuning of the sensitivity
and the threshold frequency of the piezo transducers. The second stage includes
the development of housing unit by using a much lighter material. The third stage
is Audio Mapping, audio sampling and sound modification. The last stage is final
testing and evaluation of sound production and feel.
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2.1 Circuit and Microcontroller Development Process

The design starts with the development of the circuitry used to trigger the sounds.
Piezo sensors have been used as a device to generate electrical signals, triggered
using physical force (knocking or tapping), that are then sent as analog signals into a
microcontroller unit. The communication between the piezo sensors and microcon-
troller is then established using serial communication via USB. This product consists
of 10 piezo sensors and 3 potentiometers, 1 microcontroller unit and 1 proto board.
The role of potentiometer is to send signals of control change which is embedded
in the MIDI protocol for controlling other sound effects in the Digital Audio Work-
station (DAW). The sounds generated in the DAW are then amplified through a pair
of speakers. Piezo transducer signals are channeled through an input analog pin and
each pin variables are assigned to a MIDI ‘Note On’ key which corresponds to Table
1. Traditionally the Malay gamelan and bonang uses the slendro scale (five notes per
octave) [5]. This traditional scale does not match exactly the equal temperament used
in western music, but it is approximately equivalent to the major pentatonic scale. In
order to get the exact tuning of the slendro scale, sound samples of the bonang have
to be mapped into the MIDI key or by relaying MIDI using the Scala program [6].
For a start, this project uses the key of D and the pads are mapped into 5 musical
notes in 2 octaves respectively.

Figure 1 shows the schematics diagram developed in this project, noted that the
use of ZenerDiode and 1MOhm resistor to limit the current entering the analog input
signal ofmicrocontroller unit. Voltage is limited up to 5.1Vby the zener diode, higher
values generated by piezo transducer will posed a malfunction of a microcontroller.
Arduino Mega is used in this product development due to its availability, usability
and by taking advantages of its open source capability. The circuit is then multiplied
into 9 more similar connection which used 10 Analog input of the microcontroller
namely pin A0 to A9. The rest of the analog input is then reserve for a 10 k�
potentiometer for MIDI control change function. The midi control change command

Table 1 Slendro
approximation of western
equal temperament of major
pentatonic scale

MIDI value Analog pin
assignment

Musical note Frequency (Hz)

62 A0 D4 293.66

64 A1 E4 329.63

66 A2 F#4 369.99

69 A3 A4 440

71 A4 B4 493.88

50 A5 D3 146.83

52 A6 E3 164.81

54 A7 F#3 185

57 A8 A3 220

59 A9 B3 246.94
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Fig. 1 Schematics diagrams of circuit connection consist of piezo sensor, zener diode, resistor and
Arduino Mega microcontroller
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Fig. 2 Flow diagram of E-bonang sound generator process

is used by mapping analog potentiometer value (1023) into 127 of MIDI values. This
will permit the communication of the potentiometer withD.A.W and the function can
be mapped to suit the purpose such as volume, tone and delay values in the D.A.W
signal chain. All the programming is done in Arduino IDE (integrated development
environment) written in C programming language and C++ for theMIDI library. The
malleability and its open source features is one of the great features for an Arduino
to be embed in the student’s learning module that will be developed in the future.

Figure 2 shows the sound generator process starting from the force transfer from
knocking to electrical signal generator in pieezo sensor. The electrical signal are then
sent to an Arduino microcontroller unit for signal detection and processing. Raw
signal from analog input are then sent into a computer via serial Communication
(USB) and relay into a D.A.W and the rest is an audio amplification process.

2.2 Design and Development of the Housing Unit

The design of the body begins with sketches which underwent several design reviews
between the designer,musician and engineers, and the final designwas then produced
using the 3DCADsoftware. The design detailswere then developed inCADsoftware
complete with technical drawing and assembly parts. However due financial and
technical constraints, only the upper body part of the design was used. The data from
the CAD software were then transferred to CAM for the fabrication of the body. The
body used foam board as it greatly reduces the weight and is effective in isolating
the vibration between each pad. Circular Perspex boards installed with piezo sensors
were then glued together with foam pads. The Perspex boards effectively transmit
vibrations to the piezo transducers while the soft foam pads (glued to the Perspex)
reduce hitting stick sounds by absorbing them. Sponge was placed under the glued
pads to body of the instrument in order to reduce vibrations between the neighboring
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Fig. 3 Perspective view of the first prototype of E-Bonang musical instrument

pads to avoid triggering unnecessary sounds and notes. The other useful features of
foam is to separate the vibration in each pad and therefore unwanted vibration from
each pad and the housing unit can be separated.

Figure 3 and 4 show the perspective view of the first e-bonang prototype which
consist of a hitting mallet, 10 pad and housing body. Figure 5 and 6 show the 3D
rendered model of the product in earlier design stage. Due to the limitation of budget
and manufacturing capabilities, The first prototype will serve as a testing of a whole
function of the design and the electronic circuit. The second generation will look
into an improvement of the product that will be explained in details in the following
section.

2.3 Audio Mapping and Sampling

In this stage, there are two methods to generate audio in DAW, either by using a
synthesizer instrument rack or audio samples. The most preferred choice is to use
audio recording samples. The sound of the actual bonang is first recorded using a
condense microphone and the audio are then processed in DAW to eliminate noise.
Sound samples are then mapped onto keyboard keys in D.A.W. Next, audio effects
such as echoe, reverb, and chorus are added in the signal chain. The potentiometer
values are then mapped onto the DAW to gain access of real time audio effect value
control change and also volume control.
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Fig. 4 The other perspective view of the first prototype of E-Bonang musical instrument

Fig. 5 Perspective view of the first 3D rendered of E-Bonang instrument
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Fig. 6 Front view of 3D rendered of E-Bonang Instrument

Table 2 Summary of the observation and feedback from the respondent

Number Characteristics Observation/feedback Improvement

1 Playability Easy to play –

No delay and latency –

Velocity sensitive is absent Reprogramming the velocity
sensitive algorithm

2 Sound Characteristics Average sound characteristic
with synthetic quality

Using higher quality sampled
sounds of the bonang

Knocking sound from mallet
and pad can be heard

The used of the lighter mallet
and experimentation of
various type of padding
material

3 Ergonomics Less arm muscle strain if the
pad is placed a little bit
slanted

The need for an adjustment
of the slanted design of the
housing unit to reduce
muscle strain
The need for an Ergonomic
analysis (Ex RULA
Ergonomic Asessment)

4 Overall design The used of Proto board
make the controller unit
bulkier

The need for a PCB/Custom
shield to replace the huge
proto board

5 Aesthetics The pad design is not in
proper shape

Redesigning the pad which
resembles the original shape
of Bonang using different
substitute material other than
copper



Design and Development of the E-Bonang Musical … 439

2.4 Testing

The E-bonang was then tested by an experienced gamelan player for its playability,
sound characteristics and ergonomics. Table 2 summarised the observation and feed-
back from the respondent that will serve as a guideline for future improvements of
the second-generation prototype.

3 Comparison with the Traditional Bonang Instrument

One of the notable features of E-Bonang is the weight difference compared to the
traditional instrument. The overall weight itself has been reduced approximately
60% compared to the traditional instrument which is heavy and bulky as a result of
material change of the housing body from solid hard wood to hard PVC foam board
and from brass to Perspex for the hitting pad. The traditional bonang instrument uses
brass or copper knobs that vibrate to generate sounds as opposed to the E-Bonang
which uses Piezo sensors to trigger the assigned sounds in the DAW. These sounds
can be further controlled and modified in terms of pitch and added with effects
such as reverb and delay. The E-bonang uses MIDI as a communication protocol
within the D.A.W which is the standard protocol used in electronic music. Since
the main communication protocol is MIDI, the sounds can be replaced by any other
instruments in the D.A.W sound generator for experimentation purposes which is
widely used in various modern music genres.

4 Potential in Electronic and Music Education

This product has the potential not only in traditional music education but also elec-
tronics and computer science, which include circuitry building and programming.
Since the product uses open-source hardware and software, it can be easily repli-
cated and manipulated to create endless and more complex musical projects. Earlier
research shows that the usage of the Arduino hardware and software can be used to
encourage students to learn more about electronics and programming [7] while one
researcher proposes that the use of Arduino can be embedded in music education in
schools [8]. This paper also suggests that the use of an open-source electronic D.I.Y
product, particularly one that resembles a traditional instrument is part of experien-
tial learning which encourages students to explore various type of sounds generated
by D.A.W. At the same time, the E-Bonang introduces students and the younger
generation to our musical heritage, which is beyond the reach of many due its price.
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5 Future Direction

The future direction of this research project is to develop a full gamelan ensemble
using the same concept as discussed above and to conduct continuous improvements
on key aspects of the product’s design which include ergonomics, aesthetics and
functionality. This is in order for the E-Bonang and eventual E-Gamelan to reach
more students, musicians and institutions, not only in this country but beyond our
borders. Another future plan is the development of the E-Bonang mobile phone
learning Apps and the circuit bending learning modules and experimentation guide.
This is to encourage students to experiment with various kinds of sounds produced
and generated via DAW and not limited to gamelan sound only. The availability of
the open source hardware such as Arduino orMIDI device compliant microcontroller
such as teensy has opened up new possibilities and accelerate the development of
the MIDI controller device [9]. The Arduino MEGA consists of 15 analog input pin
which can be multiplied using Multiplexers which can be used to develop the full
gamelan ensemble which includes other instruments such as the gong, saron, kenong
and gambang.
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Sustainability Implications of Additive
Manufacturing

Nabila Afif Mohmd Arifin, Muhamad Zameri Mat Saman, Safian Sharif,
and Nor Hasrul Akhmal Ngadiman

Abstract Additive manufacturing is the industrial production name for 3D printing,
which is one of the advanced technologies in the fourth industrial revolution. 3D
printing involves the production of a 3D product using a layer by layer technique.
Complex structures can be produced through AM which was no possible using
conventional method as it has the potential to assemble parts, consequently mini-
mizing the production process. In addition, through the AM process, less waste is
generated duringmanufacturing and lightweight components can be produced which
makes it beneficial in terms ofmaterials and costs. Therefore, additivemanufacturing
is seen to have an impact on sustainability. This paper will review the implications
of AM on sustainability, which includes the environmental, economic and social
aspects. Clear understanding of sustainability impacts of AM is crucial in order to
assist companies and researchers to make the best decisions before switching to AM.

Keywords Sustainability · Industry 4.0 · Sustainable manufacturing · Additive
manufacturing · Environment · Economic · Social

1 Introduction

Industry 4.0 has greatly influenced themanufacturing sector through the introduction
of technologies such as cyber physical system (CPS), internet of things (IoT), big data,
system integration and additive manufacturing (AM). These developments are seen
to open up opportunities to produce sustainable manufacturing (SM) [1]. US EPA
2017 [2] defined SM as the manufacturing of products using economical processes
which reduce negative impacts towards the environmentwhile conserving energy and
natural resources. Sustainable manufacturing improves energy efficiency, reduces
manufacturing waste and enhances employee, community and product safety [2].
Despeisse et al. [3] reported that AM promotes the concept of sustainability as it
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produces products efficiently with shorter time. Its usage is undeniably beneficial in
the field of engineering Besides, AM uses common tools, consequently is capable
of reducing waste of material. However, despite its abundant benefits, its impact
on the industrial system should be explored [4]. In this regard, it is essential to
include all the triple bottom line elements (environment, economic and social) in
sustainability assessment. Therefore, this paper aims to review the sustainability
implications of AM focusing on three pillars (environment, economic and social).
The paper is organized as follows; the background of additive manufacturing is
explained in Sect. 2, followed by the review of the sustainability impacts of AM in
Sect. 3. Finally, Sects. 4 and 5 provide the discussion and conclusions for the current
study.

2 Additive Manufacturing Background

Additive manufacturing (AM) or 3D printing is a technique of producing three-
dimensional (3D) objects from a digital model or computer-aided design (CAD)
model by adding layer upon layer of material. Since it was first introduced in
1980s, AM has proven to be able to replace traditional method of manufacturing
due to its capability of producing complex structures that seemed almost impossible
using the traditional technique. Besides, it is capable of manufacturing products
with lower cost. Among the most widely adopted technologies are fused deposition
modelling (FDM), selective laser melting (SLM), stereolitography (SLA), selective
laser sintering (SLS), and digital light processing (DLP). Many materials can be
utilized for AM such as polymers, ceramics and composites. The choice of material
depends on the type of AM process being used [5]. Nevertheless, AM does have
a few limitations such as high energy consumption, a slow printing process, and
limitation in terms of materials and sizes that can be 3D printed [6]. AM comprises
a number of steps from the virtual CAD description to the product. Different prod-
ucts will require AM to be implemented in various ways. For example, small and
simple products might only utilize AM for visualization mode, while more complex
products may require AM to be involved during various stages and iterations across
the development process. Furthermore, AM is utilized in the initial stages of the
product development process because of the speed in which they can be fabricated.
At subsequent stages, AM is applied where the parts may need post-processing
before they can be used because of the complexity that can be made without consid-
ering tooling. Most AM processes involve at least the following eight steps which
are 3D CADmodelling, conversion to STL, transfer to AMmachine, machine setup,
building the part, removal, post-processing, and application [7]. AM is widely imple-
mented in several industries including aerospace, medical, automotive, electronics
and consumer product [8].
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3 Sustainability Implications of AM

Additive manufacturing has been identified as having sustainable advantages such
as reducing waste during manufacturing, optimizing geometry and producing
lightweight components. Nonetheless, AM has not been adequately explored from
the sustainability point of view. Previous studies mostly focused on energy consump-
tion of AM. The AM technology promises better sustainability particularly in terms
of economic impacts for small to medium production. Machining cost per part
contributes to the major cost out of the total cost. Therefore, replacing the tradi-
tional method wit AM will certainly reduce the production cost. In addition, AM
is likely to become more cost-effective as higher volume of production becomes
more economically achievable than at present. However, the impact of AM on social
sustainability remains poorly understood as most of studies only focus on work
condition and worker’s health [9].

3.1 Environmental Impact

Environmental protection awareness has led to more concerns on the sustainability
of the product. The government, society and research organizations should have
focused more on the impacts of manufacturing on the environment. Table 1 presents
the environmental impacts of AM. Different types of materials have been utilized
for the productions of AM parts such as steel, acrylonitrile butadiene styrene (ABS),
polylactic acid (PLA), polyamide, nylon and epoxy resin. In terms of AM tech-
nologies, fused deposition modelling (FDM), selective laser sintering (SLS), elec-
tron beam melting (EBM), wire arc additive manufacturing (WAAM), laser additive
manufacturing (LAM) was considered. According to Rejeski et al. [10], AM offers
environmental benefits such as minimizing resource waste and energy generation,
and decreasing transport effects as compared to the existing method. Also, AM is
said to promote sustainable development. Nevertheless, there is no guarantee that this
could occur. In their study of effect of AM on global energy demand, Verhoef et al.
[11] concluded that AM creates its own environmental impact as the energy usage
of latest technologies such as AM has always been overlooked. Garcia et al. [12]
carried out a literature survey on the environmental performance of AM and identi-
fied that most research had only focused on the energy estimation, and only several
research had been done on life cycle assessment (LCA) of AM process. Krieger et al.
[13] quantified the environmental impact of distributed manufacturing (DM) using
3D printers. A life cycle analysis was performed on plastic products. The results
indicated that DM with 3D printers posed lesser environmental impact compared
to traditional method. Kellens et al. [14] presented a parametric model for environ-
mental assessment of selective laser sintering (SLS). They performed multiple linear
regression analysis to figure out the relationship between product design features



444 N. A. M. Arifin et al.

Table 1 Environmental sustainability studies in additive manufacturing

Related work AM process Material Methodology

[13] 3D printing ABS, PLA LCA

[14] SLS Polyamide Parametric model

[15] SLM, EBM Stainless steel, Ti Experiment

[16] WAAM Stainless steel LCA

[17] LAM Metal LCA

[18] SLM, DMLS, EBM,
FDM

Steel, Ti, Ni, and
Aluminium alloys

Process-based model

[19] SLM Aluminium LCA

[20] LAM Metal Experiment

[21] FDM PLA LCA

[22] SLA Epoxy resin LCA

[23] EBM Titanium alloy LCA

[24] SLS Titanium Conceptual model

[25] FDM ABS, PLA Mathematical model

[26] EBM Titanium alloy LCA

[27] SLM Aluminium Fuzzy-based

[28] FDM, SLS, MJF Nylon LCA

[29] PBF Low-alloy steel LCA

[30] FDM ABS Analytical model

[31] 3D printing Novel material, ABS LCA

[32] LENS, SLA, FDM Inconel, resin, ABS LCA

[33] SLA Resin Experiment,
mathematical model

[34] Binder Jetting Stainless steel LCA

[35] WAAM Titanium, steel LCA

[36] WAAM Steel Experiment

[37] EBM Titanium alloy LCA

[38] FDM ABS LCA

[39] EBM Titanium LCA

and production time. The model also demonstrated opportunities to reduce environ-
mental impact. Taking into account the impacts and also the development of AM,
it is relevant to quantify the possible effects towards the environment and resource
implication of AM execution.
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3.2 Economic Impact

Cost is a significant factor for decision making to analyze the economic viability of
every technology or product. Therefore, it is important to consider cost-effectiveness
of this technology over classical production method before the deployment of AM.
Part of the core characteristics of AM is that it significantly reduces the benefit of
conventional economics of scales. Consequently, local manufacturingwould become
profitable. Over the last five years, 3D printers’ price has decreased which leads to
the growth in the installed base of the machinery of approximately 300–500 percent
annually [8]. The result of an extensive Delphi survey on the future of AM presented
by Jiang et al. [40] focused on the future economical and societal impacts in 2030.
In their study, they emphasized that managers and company owners particularly in
the manufacturing industry need to be proactive in ensuring the best manufacturing
approach. Similarly, in making the decision as to whether AM should be imple-
mented, continuous experiments need to be conducted to ensure the effectiveness of
AM in replacing the traditional method. In another study, Khorram et al. [41] exam-
ined the economic sustainability of the AM process and identified the drivers that
increased the performance of AM compared to conventional method. The authors
conducted a survey involving 105 companies from 23 countries and concluded that
even though AM could significantly reduce the cost, profitability of investment is
higher for conventional method. In addition, Li et al. [42] identified the best AM
technology installed in printers with regard to sustainability and cost. They have
conducted cost analysis and employed LCA and Eco indicator 99 to assess the envi-
ronmental impacts of AM. The results indicated that PolyJet Printer parts incurred
higher cost compared toFDMpartswhich incurred lower cost. Previous studies on the
economic impact of AM are summarized in Table 2. Among the costing approaches
used are activity-based costing, parametric, analytical, cost breakdown structure and
process-based modelling. Several direct costs had been considered such as machine,
labour and material costs.

3.3 Social Impact

Social impact assessment began in 1970s. According to Sutherland et al. [63], social
impacts are direct or indirect effects experienced by stakeholders in manufacturing
companies. In 2016, a sustainability reporting frameworkwaspresentedby theGlobal
Reporting Initiative in which social element is the one that has the most indicator
involving employment, labour and also safety. There is a methodology that can be
used to assess social impacts which is the social life cycle assessment (S-LCA).
Through this methodology, social impacts of all life cycle stages from cradle-to-
grave can be evaluated. Each stage could be related to different geographic locations
in which more than one activity is processes [64]. Huang et al. [9] reviewed the
impact of AM on society by comparing between AM and conventional method.
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Table 2 Economic sustainability studies in additive manufacturing

Related work AM process Methodology Cost driver

[43] SLM Parametric CAD, operating, setup, labour
material, machine, gas, part
removal, tool

[44] AM Cost breakdown structure Operating, remanufacturing,
setup, material, machine,
labour, depreciation,
electricity, replacement,
maintenance, administrative

[45] MJF Even-driven CAD, operating, setup, labour,
material, machine

[46] MAM Activity-based CAD preparation, setup,
material, machine, labour
maintenance, electricity, part

[47] AM Analytical CAD, production, investment,
downtime, maintenance,
disposal, logistic, lifecycle,
break-even production

[48] LBM Intuitive, analogy, LCA CAD, setup, material,
machine, labour, energy,
depreciation, maintenance,
electricity, energy,
post-processing, part removal

[49] DMLS, EBM Process-based cost
modelling

Investment, setup, material
machine, labour, tool, energy
maintenance, quality control,
production overhead, repair,
electricity, downtime and
inventory, transportation

[50] MAM, EBM Process-based
cost-modelling

Investment, material, labour,
Energy, machine, recycle,
maintenance, electricity,
design for AM, lifecycle

[51] AM Activity-based costing CAD preparation, material,
machine, labour, energy,
treatment, quality control,
logistic

[52] AM Analytical network
process

Investment, setup, material,
machine, labour, depreciation,
part removal, post-processing,
production overhead, logistic

[53] SLM Analytical CAD preparation, setup,
operating, material, labour,
production, pricing mode, part
removal, treatment,
post-processing, overhead

(continued)
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Table 2 (continued)

Related work AM process Methodology Cost driver

[54] AM Analytical CAD preparation, material,
precision, pricing mode,
logistic, service location

[55] SLS Analogy Redesign, setup, material,
machine, labour,
post-processing, depreciation

[56] SLS Activity-based costing Material, machine, labour,
production overhead,
administrative

[57] SLA, SLS, FDM Intuitive Material, machine, labour

[58] SLS Stochastic programming
model

Material, machine, labour,
production, energy,
investment, maintenance

[59] AM Activity-based costing Material, machine, labour,
maintenance, CAD

[60] AM Stochastic optimization Material, labour, maintenance,
investment lifecycle

[61] SLS Analytical Material, machine, labour

[62] FDM Analogy Material, labour, setup, CAD
preparation, post- processing

They identified positive impacts of AM such as customized healthcare product to
improve population health and quality of life and reduced environmental impact for
manufacturing sustainability. Chen et al. [65] presented an analysis of direct digital
manufacturing (DDM) in comparison to conventional manufacturing. In their study
working conditions and work impact on worker’s long-term health were considered
in their social impacts assessment. It is noted that the social impact is important
to be analyzed as it includes work safety, job losses, waste management and logis-
tics. Kondoh et al. [66] proposed a method to evaluate the impact of AM on the
society which considers the multiple interrelationships among factors that represent
the behavior of stakeholders driven by societal, economic and ethical reasons. They
also showed the effects of AM towards life cycle value with an example of simplified
calculation. The needs for research on sustainability of AM had been proposed by
[10]. From the societal perspective, it was suggested that more studies should be
focusing on occupational health issues primarily related to toxicity of fine powders
for metal AM and the possible risk of nano-particle emissions. Matos and Jacinto
[67] mapped the social impacts of AM technology and found that social impacts are
still in the exploratory phase where several social challenges will have an impact on
the society. In addition, several topics such as fabrication, customization, sustain-
ability and business model were identified as related to social impacts. Furthermore,
scarcity of studies related to societal impacts is slightly due to complexity of analysis
which is difficult to evaluate.
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4 Discussion

Three elements of sustainability of AM had been reviewed from the literature. Envi-
ronmental performance of AM commonly focuses on electrical energy consump-
tion. Undoubtedly, it is crucial to consider all the steps which occur during the
process in order to improve the environmental performance particularly for mate-
rial deposition and material projection processes that mostly focusing on energy
consumption. It is noted that several data such as emissions, recycling, waste flows
and resource consumption are still lacking [30]. Furthermore, integrated geometric
complexity should be developed in the future to produce simultaneous economic and
environmental sustainability analyses in more detail. This will assist the decision
making for designers and industrial practitioners to identify optimal environmental
and economic routes for manufacturing [26]. From the economic perspective, many
previous researchers focused on the production phase. Following these works, some
of researchers still adopted the traditional costing approach such as activity-based
costing to estimate manufacturing costs of the product using conventional manufac-
turing orAM. It is noted that, recently, several types of costs such as logistic, lifecycle
and break-even production cost are being considered for cost estimation. Addition-
ally, some of the authors compared the cost for both conventional method and AM.
Lindemann et al. [46] performed an analysis on the cost for producing parts using
milling and metal AM (MAM).According to Matos and Jacinto [67], lack of studies
and quantified data can be found examining the social impacts on AM, creating a
huge gap for more researches to be performed. To this end, it remains a challenge for
researchers and manufacturers to understand and identify the scope and boundary of
social impact assessment [63].

5 Conclusion

This paper presented a review on the implications of AM in terms of three dimen-
sions of sustainability viz. environment, economic and social. The background of
AM was first presented followed by a discussion on the previous studies related to
sustainability implications. Based on the review,most of the research only considered
one or two pillars of sustainability in their studies, mostly focusing on environment
and economic impacts. Social element is often disregarded by the researchers where
information regarding the social implications of AM remains scarce. It is noted
that research which included all the three sustainability elements are still lacking. In
addition, several authors comparedAMwith conventionalmanufacturing. From their
findings, it was shown that AM can minimize energy usage by using less material
and removing and shortening the steps in the production process, thereby reducing
cost. Furthermore, this current study shows the need to understand the sustainability
implications of AM in order to assist companies and researchers in making the right
decisions onwhether they shouldmaintain the traditionalmethod or switching toAM
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in order to obtain economic benefits, consequently ensuring the competitiveness of
their product in the market.
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Abstract In 2019, Malaysia has become the third highest fatality rate from road
accidents in Asia because of driving under the influence of alcohol. A person who
consumed excessive amounts of alcoholic beverages, and is driving in a drunken
state that causes death can be charged under penalty due to criminal action. Horren-
dous accidents involving drunk driving have been reported recently and the numbers
keep increasing every year. Although enormous international laws have been drafted
to control the alcohol influence among drivers, there are lesser numbers of readily-
available methods to measure the alcohol consumption for public transport drivers.
This intelligent device is aims to provide real-time monitoring of blood alcohol
concentration (BAC) and transfer the data to the cloud system. The algorithm was
developed by integrating the sensor and the processor unit. The device also inte-
grates with the biometric thumbprint that will capture the heart rate of the driver.
By measuring the heart rate and alcohol level, the system will interpret the data and
convert it into relevant information. The command center at the control room will
monitor the fitness level of the drivers before performing their duties to ensure the
safeness of other drivers and passengers. This invention will have novel applica-
tions not only for public transport but also involving other major sectors such as the
manufacturing industry and public health organizations.
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1 Introduction

Alcohol is an addictive drug that can disrupt signals transformation to the t] brain
and body. Alcohol has an adverse effect on problem-solving skills, decision making,
concentration, reaction times, and psychomotor. The utmost important factors to
be highlighted is, alcohol may have adverse effects on ’fitness for work’ and indi-
vidual health and wellbeing. Alcohol can affect the human performance of safety-
related activities, such as driving an automobile or flying an aircraft, or handling
machinery for short-term effect could harm on single occasion [1]. Although an
alcohol tester called a breathalyzer can provide measurement data in a relatively
shorter time compared to medical tes including blood tests or urine tests [2] however,
a device to measure and monitor the percentage of alcohol content is still insuffi-
cient. Alcohol consumption may not only affect a single person, but also affect the
whole community including the co-workers, customers, shoppers, family, friends,
and community members. If the drivers drink alcoholic drinks before performing the
duty, the probability of having an accident is higher and risk of death is increased as
well.

The relationship between alcohol consumption and occupational accidents has
been studied extensively. Most of the experimental research on alcohol’s effects on
safety performance was conducted in air and ground transportation. High number of
accidents related to alcohol consumption either on the road or air accidents have been
reported [3]. Based on Federal Aviation Administration (FAA) reports published in
October 2008, a number of 2391 pilots involved in fatal accidents received by Civil
Aerospace Medical Institute (CAMI) were under toxicological investigation. Out of
215 of these pilots which indicated 9% had a documented alcohol or drug-related
and 23 pilots (11%) were involved in a fatal aviation accident that had consumed
ethyl alcohol.

Blood alcohol content (BAC) is an estimation of alcohol intoxication utilized
for legal or clinical purposes. A BAC of 0.10 (0.10% or one-tenth of one percent)
implies that there are 0.10 g of alcohol for every 100 ml of blood. If an individual has
a BAC 0.02%, that person will behave like a normal person. if the BAC percentage
is increased to 0.05%, a person starts to lose coordination, having a slower time
for responses and causing a debilitated visual perception and considered unsafe to
drive. For the road users, the maximum BAC level to drive any automobile varies
according to the country. In Malaysia, the allowable BAC level to drive is 0.08%,
which is quite high; therefore, the tendency to be involved in an accident caused by
alcohol is very high [4]. The Malaysian Institute of Road Safety (MIROS) stated the
probability of a drunk driver to cause an accident is 13 times higher compared to a
sober driver [5]. From the aviation industry, the pilots are prohibited from flying or
even attempting to fly an aircraft within 8 hours of alcohol intake; or if they require
an alcohol concentration of 0.04% or higher.

Alcohol intoxication or alcohol poisoning is a condition where a person consumes
a high intake of alcoholic beverages in a short time duration. The intoxication of
alcohol is serious and could cause sudden collapse or death [6]. Alcohol intoxication
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symptoms are loss of body coordination, blurry vision, and decreased person’s reac-
tion time that can lead to an accident [7, 8]. The alcohol intoxication involves the
breathing, pulse rate, and gag reflex and affects the human body system. Consump-
tion of alcohol also has implications for the health and well-being of the drinkers;
by implication, the implications also include the lives of the people surrounding
them [9]. Over the years, research has been done and the impact of alcohol on
the body system has been identified that can lead to several health problems such as
psychomotor deficit, cardiovascular problem and blurred vision [10–12]. This proved
that consuming alcohol can cause many negative impacts not only for our health but
also the society.

2 Methodology

The development of an early alcohol detection system is used to minimize the effect
of alcohol influence and to identify the fitness of the person to perform work. The
systemwill measure the alcohol level in the blood through human breathing using an
alcohol sensor. And alert the safety manager if the person is unfit to perform work.
In this research, we have developed a special device to measure the Blood Alcohol
Concentration level (BAC). The recorded data will be transferred to the cloud system
called MySQL database. It uses the PHP programming language to interact with the
MySQL. The system used a local network to send the data computed by the Arduino
mega and then forward to the MySQL and stored it to the database.

The software implementation for the system is using Arduino Integrated Devel-
opment Environment (IDE) which is written in functions from C and C++ language.
It is used to write and upload all the programs to the Arduino mega board. In addi-
tion, the alcohol sensor is an analog sensor, the AOUT terminal of alcohol sensor
generates an analogue voltage that is directly proportional with the amount of alcohol
intake. If the alcohol intake is higher, the analogue voltage will show higher output.
If a certain threshold is met by the analogue voltage, the DOUT digital pin is high.
Once this DOUT pin is high, the Arduino mega detected t the signal that the alcohol
threshold reached maximum value. All the compute data will be shown on the LCD
display and sent to the database and can be accessed on the website.

2.1 Equipment

(a) Alcohol Sensor, MQ3
TheMQ-3 sensor is used to detect the alcohol contentwhich consist of sensitive
material including tin (IV) oxide, that can lower clean air conductivity. This
basic gas sensor works the same as s other gas sensors when the alcohol appear-
ance is noticeable, the sensor conductivity increases and the gas concentration
is high. The gas sensor MQ-3 is an alcoholic sensitivity device and is resistant
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to gasoline, smoke, and vapor. Usually, it is used as part of a breathalyzer or
breath tester to indicate ethanol in a human breath. the alcohol’s molecules in
the air interact with the electrode between alumina and the tin dioxide, ethanol
brings acetic acid—which generates more heat. Themoremolecules of alcohol
that exist, the data is more precise (Fig. 1).

(b) Fingerprint Biometric Sensor
The Biometric Fingerprint Module shown in Fig. 2 is used to interface with
the Arduino board as the input as. The fingerprint algorithm is used to extract
features of the fingerprint image and display the detailed information of finger-
prints. All of the fingerprints are stored, comparable, and searched through
operating fingerprint functionality. Everyone has different patterns of finger-
prints—even identical twins have a unique fingerprint. A process to identify a
person’s fingerprints is known as “fingerprint scanning.” A fingerprint scanner
system has two basic tasks. Which are scanning the image of fingerprints,
and match the fingerprint pattern with pre-scanned images. For encrypted
biometric purposes, special features unique to the fingerprint of each person are
screened and stored from raw photos, thus the fake fingerprint are not possible
to re-engineer the algorithm.

(c) Heart Rate Sensor
Pulse sensor is an Arduino-compatible, plug-and-play heart rate sensor. The
Pulse Sensor provides amplification and noise cancellation for the circuitry.
It is considerably simpler and easily to receive accurate pulse readings. For

Fig. 1 MQ3 alcohol sensor

Fig. 2 Biometric sensor
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either an Arduino 3V or 5V, the Amped Pulse Sensor is used 3). The module
uses an infrared led (IR) and a phototransistor to track the pulse of the finger
and the red led when the pulse is sensed. A phototransistor is used to remove
the emitted flux and varies if the pulse is changed. (Fig. 3)

(d) LCD Module
The LCD module is used as a user interface and displays the characters or
numberswhichonly require four pins to connectwith theArduinoboard (Fig. 4)

(e) Arduino Mega R3
The development board of the Arduino Mega 2560 R3 consists of 54 digital
input/output pins (14 can be used as PWM outputs), 16 analog inputs, and four
serial ports as shown in Fig. 5. This board consists of Arduino microcontroller
core incorporated with the ATMEGA2560 that can easily connect with the
computer via USB cable. This board acts as the processor that runs the system.

Fig. 3 Heart rate sensor

Fig. 4 LCD module
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Fig. 5 Arduino mega R3

2.2 Chemical Reaction in the Alcohol Detection System

The alcohol level in a body can be measured by breathing into the device. The
breath sample is bubbled in one vial through a mixture of sulfuric acid, potassium
dichromate, silver nitrate, and water. The principle of the measurement is based on
the following chemical reaction as shown in Fig. 6.

In this reaction, the sulfuric acid removes the alcohol from the air into a liquid solu-
tion. The alcohol reacts with potassium dichromate to produce: chromium sulfate,
potassium sulfate acetic, acid, and water. The silver nitrate is a catalyst, a substance
that reacts quickly and time consuming. The sulfuric acid, in addition to remove
the alcohol from the air and providing the acidic for this reaction. The alcohol that
normally found in alcoholic beverages is ethyl alcohol (ethanol). The molecular
structure of ethanol is.

Where C is carbon, H is hydrogen, O is oxygen and each hyphen is a chemical
bond between the atoms. For clarity, the bonds of the three hydrogen atoms to the
left carbon atom are not shown. The OH (O–H) group on the molecule is an alcohol.
There are four types of bonds in this molecule:

Fig. 6 Chemical reaction
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carbon–carbon (C–C).
carbon-hydrogen (C–H).
carbon–oxygen (C–O).
oxygen-hydrogen (O–H).

The chemical bonds between the atoms sharing the pairs of electrons. Chemical
bonds can be bent and stretched. These properties are important in detecting ethanol
in a sample by infrared (IR) spectroscopy. When the user exhales into a breathalyzer,
any ethanol present in the breath is oxidized to acetic acid at the anode:

CH3CH2OH(g) + H2O(l) → CH3CO2H(l) + 4H+(aq) + 4e− (1)

At the cathode, atmospheric oxygen is reduced:

O2(g) + 4H+(aq) + 4e− → 2H2O (2)

the overall reaction is the oxidation of ethanol to acetic acid and water.

CH3CH2OH(l) + O2(g) → CH3COOH(aq) + H2O (3)

The electric current produced by the reaction is measured using microcontroller,
and displayed as an approximation of overall blood alcohol content (BAC).

UsingBeer’s law, the spectrophotometer canmeasure concentration to absorbance
levels of the chromium ion. The amount of alcohol present is proportional to the
stoichiometric coefficients. An actual breathalyzer only needs to detect 25 µg of
ethanol to give a reading 0.10 Blood Alcohol Level.

3 Analysis and Discussion

Figure 7 below shows the flow process of the alcohol detection module. There are
three phases which are input, protocol and output. The block diagram shows that the
alcohol sensor, the heart rate sensor and the fingerprint module have three inputs. The
user has to place his finger on the fingerprint module to recognize the registration
number and blow the breath through the alcohol sensor. The heart rhythm can be
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Fig. 7 The schematic diagram of how the alcohol detection system work

measured by, placing the index finger on the heart rate sensor. Arduino Mega is
powered using batteries and displays the data on the LCD screen. Arduino Mega is
the control unit for the processing point that performs the signal input and output
of the device. With the assistance of the ESP8266 module, system output depends
on the interface between Arduino Mega and the cloud database. On the web server
page, the user monitoring the data collected using computer.

(a) The Sensing Device

The sensing device is where the information is being processed by the input micro-
processor to the output of the system. The system starts when the Arduino Mega
microcontroller is powered up by the computer via the USB connection. Firstly, the
user must scan the thumb to the biometric sensor to match the ID number from the
system registered (Fig. 8)

Fig. 8 The LCD displays
the ID for the user
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Fig. 9 The Blood alcohol
level (BAC) will be
displayed on LCD to show
the alcohol status of the user

Fig. 10 The LCD displays
the heart rate reading

Then, the user is required to blow breath into the alcohol sensor for 10 s.
Once the scanning is done within 10 s, the system will show the test result The

“BAC” stands for Blood Alcohol Concentration in milligram/liter unit. The status
will also show a “NORMAL” or “DRUNK” sign. If the BAC level is below 0.4mg/L,
the status will show a “NORMAL” sign, and if higher than 0.4 mg/L, the status will
show “DRUNK” status. Once done, the system will continue + to the heart rate
scanning (Fig. 9)

The system will show the heart rate of the user in beats per minute. Finally, all
the data is calculated using the detector and then transferred to the cloud server to
be monitored by user’s device (Fig. 10).

(b) Software Implementation

Showing the process of adopting and integrating a software application into a
workflow.

(i) User Registration

The website helps the user to log their details in the database. the user may access
the device by inserting the user ID number, name, age, and phone number as shown
in Fig. 11.

(ii) Result Data

The result page shows all the data collection by the input and output of the hardware.
The time and date will be shown respectively as an input from the Arduino (Fig. 12).



462 M. A. Azizan et al.

Fig. 11 User registration
page

Fig. 12 The alcohol status will be displayed on the user data page

4 Discussion

Alcohol consumption has poor consequences for health and well-being and this
research aims to develop adevice tomeasure andmonitor the user’s alcohol level. This
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research provides amuch-advanced concept that can be implemented in the construc-
tion site, factory, office, and also public transport and to minimize alcohol-related
accidents and improve the safety of workplaces. The drawbacks of this research are
the sensitivity of the MQ-3 alcohol sensor to breathing pattern. If the user’s mouth is
in a closed position, it could result in higher concentrations of ethyl alcohol. Holding
the breath before higher ethyl alcohol levels will also can cause an error. Second,
if the variance in readings may not be too high, any decimal position is counted,
therefore it may be enough to put you beyond the legal limit. The recommendation
is to clean the mouth before blowing and wait for the recommended time duration is
between 15 and 30 min. The other limitation is to do multiple tests to acquire high
consistency as the accuracy variation is 12%. In addition, surrounding environments
such as temperature and humidity also give effect to accuracy of the sensor indirectly.
Overall, the outcome from this research will have significant impact on creating a
safe and healthy community.
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IoT Green-Bin: The Development
of a Self-sorting Recycle Bin System

Muhammad Aiman Ismail and Aimi Shazwani Ghazali

Abstract Recycling is a huge responsibility in preserving ecosystems. However,
lack ofmotivation besides complexity in sorting and choosing a right-colored recycle
bins in dumping the trashes have hindered many from recycling. To encounter these
issues, the paper proposes to develop a smart, self-sorting recycle bin system that
automatically segregate the trashes based on its materials. The segregation process
will take place usingone light sensor andonevibration sensor to differentiate the recy-
clable materials based on its opaqueness and vibrational characteristics. Based on the
identification of the materials, a mechanical subsystem of the bin will automatically
separate the waste into designated compartments. Using IoT, the information about
the level of capacity of each compartment that contained the trashes in the recycle
bin will be transferred to a database and a notification will be sent to authorities
when the bin needs to be emptied. Results showed that the system able to segregate
trashes made from plastic, glass, paper, and aluminum up to 83% correctly. Future
research might include a persuasive subsystem that motivates people to recycle by
introducing point-to-voucher concept based on the amount of trashes and frequency
in using the bin.

Keywords Self-sorting recycle bin · IoT · Opaqueness · Vibration

1 Introduction

Recycling is a process of collecting recyclable materials before processing them into
new items [1]. There are many advantages of recycling. Firstly, it reduces the number
of natural resources that will be needed when producing new products for example
in the industry production line. Indirectly, the recycling activity will preserve the
geometry and beauty of earth for tourist spots that can be beneficial in terms of the
economy.Moreover, recycling can decrease the energy of producing newmaterials or
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products. The process of making materials from scratch requires more energy rather
than recycling the materials. This is because of the more energy needed to filter out
some of the unwanted elements from the rawmaterial. Whereas for recycled items, it
is already undergone the filtering process and no need to re-filter the material again.
As such, the recyclable materials require undergoing other processes, for example,
themelting process to reshape and reuse them again, in case thematerial is aluminum
[2, 3]. Plastic is one of the useful materials that is widely used due to its durability
and long-lasting lifetime. However, the process of making plastic is very harmful
in many ways. The emission that it produces through the process is dangerous that
can affect the ecosystem and health [4]. Due to the long ageing in plastic, it is very
damaging in case people dispose the plastic freely as plastic will emit toxic gas that
can be harmful to humans, animals, and the environment. In contrast, recycling plastic
can reduce the amount of gas emission produced and lower the amount of plastic
production. Nowadays, most of the recyclable items could be found in technology
components such as computers, smartphones, laptops that acquired valuable metals
such as aluminum, copper, gold, and platinum [1].

Unlike in European countries likeNetherlands andBelgium, only a fewMalaysian
prefer to recycle their trash. One of the issues with recycling is that many people
are still confused with the type of litter they have at hand and which colored bins
they need to dispose the trash in. Also, in terms of spacing, the existing recycle
bins occupied a large space, in which, three different bins needed to separate at
least three types of materials. Furthermore, there is no alarm or notification system
implemented onto the bins in case the bins are full. The trash collector only come
and empty the bin periodically. This may cause overflow of trashes inside the bins
which later leads to unpleasant scenery and smell. An earlier work [5] highlights the
crucial factors that may persuade people to change their behaviour or attitude towards
recycling. It can be concluded from [5] that motivation, information, and knowledge,
besides beliefs/perception of recycling consequences are the crucial factors that may
change people’s perception towards recycling. Although characteristics of the bin
only contributes to 2 % of determination to recycle, it is believed that this factor
has a high correlation with the motivation to recycle. In other words, a user-friendly,
easy-to-use bin might boost people’s motivation to put their trash inside a recycle
bin, instead of a normal bin.

To solve these issues, the project aims to (i) identify the type of recyclablematerials
(ii) develop a mechanical subsystem for a dustbin in separating the trashes based on
identified materials (iii) notify the trash collector when the capacity of the bin is
near-to-full using IoT.

There are several sensors can be used to differentiate the types of materials for
recycling purpose. For metal, earlier studies [6, 7] showed that inductive sensors
capable to identify trashes made by metal. The sensor will generate certain amount
of currents induced by magnetic fields, and in case there is a metal near the field,
the value of currents will change. Meanwhile, other researches [8, 9] used capacitive
sensors to detect metal. Working principle for capacitive sensor is that when there is
an external conductor such as metal placed near the sensor, the increment of electric
field will be sensed by the sensor. Meanwhile for glass and paper, an earlier study
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[8, 9] employed photoelectric sensor to identify the material of the trashes, in which
the sensor used transmitter and receiver concept. In case the surface of the material
is transparent like glass, the light produced by transmitter will not be reflected to the
receiver. However, in case the surface is non-transparent like paper, some amount of
light will be reflected to the receiver. Some studies [6–8] utilized Light Dependent
Resistor (LDR) sensors to detect plastic and paper. Due to difference of transparency
of plastic and paper, the amount of light pass through thematerial will bemeasured by
LDR sensors through its receiver. Other study [9] used inductive sensor to segregate
between plastic and paper (non-metallic materials) and metal.

For separating the trashes based on identified materials, earlier researches [6, 7]
highlighted the use of servo motors to rotate the bin’s compartment and tilt the base
of the trashes before dropping down the trash into respective compartment. Others
like [9] used DCmotors as an actuator for a recycle bin system. Using the first motor
to rotate the lid of the bin to be aligned with the respective compartment, the second
DC motor was used to turn and push the trashes into the compartment. Differently
in [8], a servo motor will be attached with a board to slide down the trashes based
on its materials. The board will be tilt only if the materials detected are either glass,
paper, or plastic. Meanwhile in case the material is made by metal, the board will not
tilt as the trash will be dropped straight down to the middle compartment. In terms
of notification for trashes collection, many researches [10–12] measured the level of
recyclable items inside the bins to avoid overflow of trashes. Most of the studies [12]
used an ultrasonic sensor in measuring the distance between the level of trashes and
the lid of the bin. The developed system also will give an alert to the users in case the
bin has almost reached a certain threshold. Also, an earlier research [13] employed
image processing technique to the amount of trashes inside the trash bin. An image
will be captured from the top of the bin before it being compared with a reference
image that showed a nearly full bin stored in a database.

Overall, the IoTGreen-Bin studywill improve the traditional trash bin that existed
by reducing the whole size that required to place the bin. Additionally, this study can
simplify the traditional method in segregating the trash manually by using several
sensors in detecting the type of trash automatically. Combining the automatic detec-
tion in segregating the trashes using Arduino, this study also proposes to add an alert
notification system to the bin that will inform the capacity of the trash from time to
time automatically using Blynk software. Importantly, this study aims to promote the
good health and well-being of people for a cleaner environment through recycling
(in line with SDG 3).

2 System Design

The design of IoT Green-Bin is inspired by the design of “Trashbot”, an automated
recycling system that equipped with several sensors and cameras.1 For a clearer

1 https://youtu.be/eAmRMahLmxk.

https://youtu.be/eAmRMahLmxk


468 M. A. Ismail and A. S. Ghazali

overview on how the bin operates, Fig. 1 demonstrates the flow of the designed bin.
Firstly, the systemwill detect the location of the bin using internet technology. Using
IR sensor, the system will detect either the bin is empty or not. In case the bin is full,
authorities will be notified using IoT technology, and the alarm system consists of
buzzer and LED will be on. If not, then the lid of the bin will be opened. After the
trash is detected inside the bin (using the infrared sensor), an LDR sensor will be
activated before the lid is closed, the grip between the vibration motor and a servo
motor is tightened and activated. In case the reading from the LDR sensor shows
the value of opaqueness of the trash is less than 10, the trash might be made from
aluminum or paper (case 1). Otherwise, the trash is made from glass or plastic (case
2); depending on the value shown by the vibration sensor. For case 1, the trash will
be categorized as paper only if the peak vibration value is less than 750. If not, then
the trash is made from aluminum. Similarly for case 2, the trash will be categorized
as glass only if the peak vibration value is more than 100. If not, then the trash is
made from plastic.

For the software design, two software are utilized in this project namely Arduino
IDE and Blynk. Arduino IDE is needed to program the controller (the Arduino
UNO) and for the system’s set ups generally. Differently, Blynk is programmed as a
Graphical User Interface (GUI) for the users in monitoring the level of trash inside
the IoT Green-Bin as shown in Fig. 2.

For the hardware design, An Arduino Uno is used as the controller for the whole
system, aWeMOSD1R1 for IoT system, and anArduinomotor shield for controlling
the speed and direction of the servo motor. For actuator, a vibration motor is used to
supply a constant vibration in identifying the type of trash, a servo motor as a holder
for the trash during identification of its materials (in which the trash will be placed
in between a vibration motor and a servo motor), and a DC geared motor for rotating
the upper base of the IoT Green-Bin so that the segregation process can be done
automatically. Additionally, for the sensors, LDR is used for categorizing the trash
based on its opaqueness, a piezo vibration sensor for differentiating the vibration
property of the trash, and infrared sensor for an alarm system (buzzer and LED)
inside the IoT Green-Bin and IR sensor in measuring the level of trash. Figure 3
shows (a) the top view of the IoT Green-Bin and (b) the final design of the bin based
on the listed hardware. For electrical connection, Fig. 4 illustrates the connection of
hardware used to develop the system including the sensors, actuators, controller and
motor shield, WeMOS D1 R1 besides LED of the system.

3 Results and Discussion

3.1 Segregation of the Trash

There are two sensors that will be used to segregate the trash, which is a light
sensor and a vibration sensor. The light sensor will evaluate the opaqueness of trash
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Fig. 1 Flowchart of the IoT Green-Bin’s operation
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Fig. 2 Blynk interface for
IoT Green-Bin

while vibration value of trash will be evaluated using a vibration sensor. Measuring
the opaqueness of materials is vital in this project as it will divide the trash into
two categories, which are opaque and non-opaque (transparent/translucent). The
trash from aluminum and paper will be categorized under the opaque group, while
glass and plastic will be considered in the transparent group. Instead of solely using
vibration property, dividing the trash based on opaqueness property reduces the error
in segregating the trash. After completing the opaqueness test, vibration test will be
done so that the trash’s frequencies can be measured. Table 1 shows the results of
opaqueness and vibration properties of each material.

Figure 5 demonstrates the vibration values of the trash based on itsmaterials. From
this figure, it can be concluded that plastic and paper have similar values of peak.
The same characteristic goes for aluminum and glass. Essentially using LDR sensor,
those materials (plastic and paper) and (aluminum and glass) can be differentiated
based on opaqueness property.
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(a) (b)

Lid of the bin 

Base of the bin 

Fig. 3 a Top view of IoT Green-Bin by specifying the location of a vibration sensor, LDR sensor,
infrared sensor, LED, servo motor, and DC motor, b Final design of IoT Green-Bin

Fig. 4 Circuit connection
for IoT Green-Bin

3.2 Management of the Trash

When the trash has been identified based on the materials used, the IoT Green-Bin
will automatically sort the trash into its respective compartment using a motor. The
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Table 1 Opaqueness and
vibration values of the trash

Materials Opaqueness Peak value (mV)

mV Group

Aluminum 1.75 Opaque 700–875

Plastic 25 Transparent 15–50

Paper 0.25 Opaque 30–50

Glass 23 Transparent 100–300

Fig. 5 Vibration properties of the trash based on materials a aluminum, b plastic, c paper, d glass

bin has been divided into four sections, which are aluminum, plastic, glass, and paper.
In case the trash ismade from aluminum, a specific degree of rotationwill bemade by
the motor. For the trash to fall into the designated compartment, time (delay function
in coding) is the key to the automatic segregation. This can be done by varying the
period of motor activation, which means that the motor will be off when it reaches
the designated trash compartment (in our example the aluminum) and leave a gap
for the trash to fall. To investigate the accuracy of this method, several experiments
have been conducted and the results can be observed in Table 2.

Table 2 Frequency of trash dump into its designated compartments

Materials Trials

1 2 3 4 5 6

Aluminum ✔ ✔ ✔ ✖ ✔ ✔

Plastic ✔ ✔ ✔ ✔ ✔ ✔

Paper ✔ ✔ ✔ ✔ ✔ ✔

Glass ✔ ✖ ✔ ✔ ✖ ✖
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Based on the table above, glass shows the lowest number of right trials that
manages to dump the trash made from glass into the correct compartment. For
aluminum, only once the system fails to dump the trash into its designated compart-
ment. Significantly, the IoT Green-Bin never fails to classify and dump the trash
made from plastic and paper into the right compartment. Based on observation, the
bin misses dumping the glass into its compartment due to the inertia. As glass is
a heavy object, higher inertia is needed to rotate the motor compares to other test
materials.

3.3 Capacity of the IoT Green-Bin

An IR sensor is used to detect the volume of the trash. IR sensor is capable to detect
an object near to it. For this project, when the trash has reached its maximum volume
(define by the trash’s height), the sensor will send a high-triggered signal to the
microprocessor. Combining with the Wi-Fi module for IoT system, the micropro-
cessor then manages to send the data to the cloud instantly. As mentioned earlier,
Blynk has been used as a platform to notify the authorities in case the capacity of
trash has reached its maximum.

4 Conclusion

Based on the objectives of the project, the IoT Green-Bin system successfully iden-
tifies the type of trash based on the recyclable materials using several combinations
of sensors. Also, we manage to develop a mechanical subsystem for a dustbin in
separating the trashes based on identified materials using motors and notify the trash
collector when the capacity of the bin is near-to-full using IoT technology. However,
this project is limited due to the design of the bin’s lid, which has only a small
covering area of the bin. As such, this bin can be used for indoor purposes only.
Additionally, we observe that in some cases when we use glass (heavy trash), the bin
tends to tip. Future works might tackle these issues by changing the design of the
bin’s lead for a bigger covering area to be used outdoor. Also, a stable bin-base and
high-force gripper are required for stability purposes in classifying and segregating
the trash.
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“Return-To-Work”: Application of New
Materials to Develop the Durable
and Low Cost of Solid Ankle Cushion
Heel (SACH) Prosthetic Foot

Wan Syahira Wan Ramli, Mohd Isyraf Irfan Mat Zin,
Mohd Shaiful Zaidi Mat Desa , and Azizan Ramli

Abstract This paper presents the conceptual design and development of an
ergonomic and polymeric prosthetic foot. This study was done in two phases the
prototype design and the selection of materials with fabrication. During the design
stage, the inputs from the Certified Prosthetists and Orthotists (CPO) and litera-
ture review were discussed amongst four interested parties (UMP-ADTEC Jerantu-
JasaMedik Enterprise-Hospital Pulau Pinang). In addition, the designwas also devel-
oped based on the knowledge gathered during industrial training period with a pros-
thetic company, in which the company provides prosthetic and orthotic services. A
series of discussions has been organized and in consensus with all interested parties,
the prototype design was successfully developed. This design then simulates using
Solidworks software to determine its stress, strain and displacement. The result show
the von-mises stress for Solid Ankle Cushion Heel (SACH) foot was higher. In addi-
tion, the selection and analysis on material development has been carried out in one
go. Finally, the prototype prosthetic foot known as SolidAnkleCushionHeel (SACH)
has been fabricated and the field test is to be carried out at a rehabilitation center.
From this analysis, the prosthetic foot uses new materials which are polyurethane
and neoprene, 99.4 and 0.6% because it gives good tensile strength and also young
modulus for the designing process until the casting process. It also best production
method that can be used.
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1 Introduction

Occupational Safety and Health (OSH) is a main aspect that enable the organization
to manage the safety and health of employees in the workplace systematically [1].
Many accident cases happen especially at the high-risk workplaces such as construc-
tion sites, chemical plants and other economics sectors. Occupational health and
safety hazards occur in variety sector and expose workers to accidents. The exis-
tence of hazardous condition and hazardous working environment, if not managed
and controlled systematically, can cause serious injury such as loss limbs (leg and
hand). For example, loss of leg can occur because of an accident at work. In the
case of loss of leg, the amputee will need to undergo a recovery process and they
will be given treatment to use a prosthetic leg. Prosthetic leg system mainly involves
three main part which is the foot, socket and pylon worn by the patient to enable
patient to walk. The design of the prosthetic foot must follow ergonomically design
to ensure the user’s comfort when using it. The function of a prosthetic foot is to
assist the amputee getting back to their normal life by offering the artificial foot.
However, to produce the durable and low-cost prosthetic foot is not easy. Considera-
tion on the ergonomic design, formulation and development of the suitable material
is of paramount important. This will become the main challenge to designers and
manufacturers.

Ergonomic is the analysis of the relationship between individuals and machines
where the interaction is influenced by a factor [2]. This can also be taken from how
to adjust the machine for human use, and by operating the machine, this tool can
minimize discomfort. Ergonomics has been used inmany products and the consumers
must always take it into consideration. If the design is ergonomically complied, the
user will feel less stressed and be more efficient during walking [3]. By studying
the posture, repetitive motion, and workspace design [4], it is important to get a
clear understanding of ergonomics so that a high-quality product can be produced
[5]. Finally, bionic feet, which at some point of walking generate autonomous type
movement, which movement at some degrees of liberty [6].

The durability of the product is one of themany problemswith respect to the devel-
opment of the prosthetic foot. Thus, the aim of this research is to design an effective
foot with high durability and economically suitable for patients. This product will not
only be long-lasting, but it will also be comfortable for the patient to use. In addition,
almost all prosthetic foot available in Malaysia are imported, mostly from Taiwan
and Germany. The imported products might not especially be suited to our climate
or weather [7]. Moreover, the available prosthetic foot can sometimes become easy
to crack, short-lasting and expensive. It has been reported that most of the current
SACH foot can only withstand less than a year and the user need to look for a new
one. This will be burdening for the user especially those who are from a low-income
family.
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2 Materials and Methods

2.1 Prosthetic Foot Design

The Solidworks software is used to design the foot. Solidworks software is mechan-
ical design automation that gives a designer a platform to create a design and produce
a detailed drawing. The conceptual design of the foot is rooted to the inputs and
advises from the Certified Prosthetists and Orthotists (CPO) as well as theoretical
and desktop analysis done by the team. The team involved in this project comprises
the CPO (JasaMedik Enterprise), medical doctors (Hospital Pulau Pinang), tech-
nical designer (Advanced Technology Training Center or ADTEC Jerantut), and
lecturers/students (Universiti Malaysia Pahang). Basically, the configuration of this
artificial foot consists of the Solid Ankle Cushion Heel (SACH) foot (focal item),
adjustable pylon prothesis and cast socket (customized) Fig. 1. The front support
point is positioned according to the human foot. Heel area produce as strong as
human heels. High stress at the heel area will affect the rear rib then the adjustable
pylon creates to build lower prosthesis until it can fit lower amputees.

Fig. 1 The making of customized socket and installation of prosthetic leg (courtesy of JasaMedik
Enterprise)
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Fig. 2 The flowchart of
fabrication SACH foot Start

Polish the 3D printing model surface using 
sand paper

Create mold using silicone and fiberglass 
about 1 cm thick

Blend raw materials, Polyurethane and Neoprene become 
a mixture without forming air bubbles

Pour a mixture into silicone mold that 
support by fiberglass mold

Finish

2.2 Fabrication of SACH Foot

See Fig. 2.

3 Result and Discussion

3.1 Prosthetic Foot Design

Todesign a good-quality prosthetic leg is themost critical process in order to fulfill the
needs of the user or customer: comfortability, user-friendly, low-cost and durability.
Whenwewant to design the prosthetic foot, wemust design all parts of the prosthetic
legs. In prosthetic legs, there are 3 main parts that need to be considered, which are
socket, pylon and foot. These parts will be connected to each other and form a good
quality prosthetic leg. To form the full leg, the socket will be connected to the pylon
and the pylon will be connected to the foot. The criteria that had to be considered
was material for pylon, as it needs to be strong because it will have to withstand force
from the human weight. Figures 3 and 4 show the design of the prosthetic leg and
its parts. The design was proposed based on a blended idea amongst four interested
parties.

Moreover, the simulation on the ergonomic design also being carried out as shown
in Fig. 5. Based on the result shown in Fig. 5a, the Von Mises stress is distributed
across the pylon and it yield strength is 27.57MPa. Themaximumvalue ofVonMises
experience by the pylon is 4.702 MPa and the minimum value is 1.716× 10−9 MPa.
We can see that most of the part experience stress between 1.716 × 10−9 MPa and
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Fig. 3 Pylon and Prosthetic foot design

Fig. 4 Full design of prosthetic legs

1.176 MPa. Figure 5b show the static simulation for another main part of prosthetic
legs which is prosthetic foot. We applied force at top of the foot to indicate the load
came fromhumanweight. The yield strength for this foot is 9.237×106 N

m2 and it also
show the von-Mises stress result. The minimum stress occurred is 2.520× 10−1 N

m2

and maximum stress is at 3.797× 105 N
m2 .
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Fig. 5 Von-mises stress for the design of pylon (a) and SACH foot (b)

3.2 Fabrication of SACH Foot

The fabrication of SACH foot is an important part to form a good quality prosthesis.
Based on this analysis, the process of fabricating a prosthetic foot looks simple
but it is very meticulous. It is because of the 3D model’s surface and the ambient
temperature that can influence it.

Based on Fig. 6, the 3D model of the foot was already polished. To analyze the
polish effect in a different part of the mold, the polishing process can be revealed
with VT-460 Putty Filler to fill cracks and holes on the 3D model foot surface. After
VT-460 Putty Filler was applied and dried, the sandpaper was used on the surface of
the 3D model foot to ensure the surface does not leave marks and blemishes.

Fig. 6 The 3D model of SACH foot
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Fig. 7 The mold of SACH foot a using silicone, b using fiber glass

In this part of the design analysis, forming the SACH foot mold is quite difficult
as it affects the final result of the SACH foot. Silicone is used because of its superior
thermal stability. Thismeans the silicone canwithstand temperature up to 180°Cwith
no melting or creeping [8]. Other than that, silicone also low-temperature flexibility
which means at low temperature [9], it becomes harder and more brittle until it
eventually cracks. 1 kg of silicone (A + B) was prepared in the beaker and stirred,
and was degassed in a vacuum chamber to remove an air bubble in the mixture [10].
Air bubbles in themixture affect themold as shown inFig. 7a.When the concentration
of mixture becomes concentrated, apply it on the 3D model of foot and mold will
be formed. Next, apply about 1 m of fiber glass on the surface using resin with 1 cm
thickness. The molding using fiber glass as shown in Fig. 7b purpose to support and
maintain the mold of silicone. This is because the thickness of the silicone’s mold is
thin that can affect the final result.

The final process is forming SACH foot by using the new materials, polyurethane
and neoprene. With these materials combined, it will provide the durability and
toughness like metals but with the elasticity of rubber, making them suitable for the
replacement of metals, plastics and rubber in some engineered products [11]. The
polyurethane and neoprenewere blendedwith a respective specific percentage of 99.4
and 0.6% because the increase of neoprene composition has resulted in enhanced
thermal stability of polyurethane blend [12]. Polyurethane also have good share rate
when higher viscosity [13] while neoprene also indicates that it can increase the
flow resistance and reduce the processability in the blends [14]. Polyurethane and
neoprene were blended about 1 L each and were stirred and degassed in a vacuum
chamber to remove the any air bubbles in the mixture [10]. Inside the silicone mold,
the keel was placedwhere it will support the performance of SACH foot. Themixture
was poured into the silicone mold that is supported by fiber glass and after that, the
full SACH foot was formed.



482 W. S. Wan Ramli et al.

4 Conclusion

In conclusion, ergonomic prosthetic legs have been successfully designed, with help
and advice from CPO and technical designer from ADTEC Jerantut. Both the pylon
and foot design were applicable to be used because the higher yield strength. For the
second part of the analysis which was polymeric analysis for the polyurethane and
neoprene blend, 99.4 and 0.6% were chosen because it gives good tensile strength
and also young modulus, and this composition will be used to produce a prosthetic
foot.
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Holding, Grasping and Sensing
of Prosthetic Robot Arm Like a Real
Human Hand, a Journey Beyond Limits:
An Extensive Review

Devin Babu , Abdul Nasir , A. S. Jamaludin,
and Muhammad Hisyam Rosle

Abstract This paper provides a comprehensive survey on the current state of pros-
thetic robotic arm; focusing on grasping strategy, sensing technologies, and control
system. Numerous studies have been carried on prosthetic robotic arm field in
improving its functionality. Mechanical/ prosthetic robotic arm is built to function
as real—human-hand like for various fields like medical and industrial purposes.
Starting from the design to details of every single compartment of the arm, up to
providing themost needed function according to the purpose of the prosthetic robotic
arm was built. The implementation method and system control/architecture used are
with proven experimental results that indicate each study’s outcome is the primary
concern.Although each developed prosthetic robotic armdiffered between each other
based on their purpose and technology used, aiming for the optimal design similar
to human’s hand proves challenging for researchers, especially when it comes to the
issue of practicality in whether it can be used to accomplish regular tasks a standard
arm are able to.

Keywords Prosthetic robotic arm · Force actuators · Neural network

1 Introduction

Hand loss can severely affect a patient’s life by limiting the ability to performdifferent
physical movements and affecting its independence in the long run. It is estimated
that nearly 3.10 million people have been living with upper limb disability since
2016 [1]. Prosthetic care, economical and affordable devices can improve the quality
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of life for disabled patients. However, nearly 38 million patients in developed coun-
tries lack access to affordable prosthetic devices. Unfortunately, the rate of limb loss
is significantly higher in developing countries, including 2.40 million patients with
upper limb amputations. Undeveloped health care systems have worsened the situ-
ation for patients where it is estimated that nearly 2.7 million people in developing
countries have partial hand amputations due to traumatic labour injuries and diseases
[2].

The weighted prevalence of having any disability in the United States is shown
in Fig. 1, showing their citizen’s higher prevalence of disability. Amputations are
performed as a lifesaving surgical procedure to decrease long term complications
after upper body extremity injuries like a neuroma and wound complications. Nearly
1.7 million people in the United States are living with limb loss. It is estimated that,
yearly there are 50,000 to 100,000 amputations in the United States [2]. Amputa-
tions can significantly impact personal quality of life and functionality in daily life
activities. Length preservation in the upper extremity has supreme importance. An
extended lever-arm permits more massive force generation, which can further be
utilized to energise prosthetics with a small force on underlying soft tissues. There-
fore, it is essential to consider optimal treatment after analysing the remaining body
part [3].

Fig. 1 Overview of disability in the United States [2]
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Partial hand amputation, shoulder disarticulation, transhumeral and transracial are
included inmain types of upper limb amputations. Upper limb Prosthetic devices can
help amputees perform daily activities [4]. Twomain types of upper limb prosthetics,
including passive prosthetic, functional and active prosthetics, are externally powered
or body-empowered devices. A practical prosthetic robotic arm can only ease specific
movement in achieving tasks.Besides that, the strength of the handgrip is a significant
concern in each prosthetic robotic arm. The amount of force for each individual
differs from one to another. A study conducted by Fredriksen measures the handgrip
strength of children aged six to twelve years old using Jamar Dynamometer [5]. A
study by Mathiowetz showed the individual’s strength from age six to nineteen [6]
and the results of the study are as in Table 1. The study proved that the firm grip of
individual increases with chronological age [6]. Thus, this study will focus on the
grip of prosthetic and robotic hand in various fields.

There are body empowered prosthetic robotic arms that are controlled by cables
attached to the limbs of an amputee, however a primary level of energy is needed for
this prosthetic robotic arm to function. Externally powered prosthetic robotic arms
can source its power from a battery pack, electromyography (EMG) signals [7] and
other available external sources to control movements of prosthetics [8]. Prosthetic
hands can be largely divided into two groups: passive and active prosthetic arm. The
passive arms commonly cannot be controlled by the user, and often mimic the shape
of humanhand.On the other hand, active arms could be controlled by the userwith the
help of advanced control system, communication tools, and sensing technology. In

Table 1 Average performance of normal subjects on grip strength [6]

Age Hand Male Female

Mean SD Range Mean SD Range

6–7 R 32.5 4.8 21–42 28.6 4.4 20–39

L 30.7 5.4 18–58 27.1 4.4 16–36

8–9 R 41.9 7.4 27–61 35.3 8.3 18–55

L 39.0 9.3 19–63 33.0 6.9 16–49

10–11 R 33.9 9.7 35–79 49.7 8.1 37–82

L 48.4 10.8 26–73 45.2 6.8 32–59

12–13 R 58.7 15.5 33–98 56.8 10.6 39–79

L 55.4 16.9 22–107 50.9 11.9 25–76

14–15 R 77.3 15.4 49–108 58.1 12.3 30–93

L 61.4 14.9 41–94 49.3 11.9 26–73

16–17 R 94.0 19.4 64–149 67.3 16.5 23–126

L 78.5 19.1 41–123 56.9 14.0 23–87

18–19 R 108.0 24.6 61–172 71.6 12.3 46–90

L 93.0 27.8 53–149 61.7 12.5 41–86
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this paper, the advanced design of control system, sensing functionality, andmachine
learning of active prosthetic robotic arm will be discussed.

2 Review

2.1 Simple Mechanical Based Prosthetic Robotic Arm

There are many mechanical arms in the field being studied for better performance
and user friendliness. Ye et al. present a prosthetic robotic arm with a simple moving
mechanism that is suitable for children as shown in Fig. 2. The ServoMotor A’s shaft
is connected to the thumb’s joint axis in a concentric manner by fixing the A servo
motor pole in the thumb. The Servo B engine shaft is attached to the metacarpals
(M.P) concentric joint axis by improving the servo motor B’s pole’s position in the
index finger. All fingers other than the thumb are sharing the joint axis of the M.P.
So, the joint M.P.’s torque and the thumb joint are proportional to the torque of these
two servo motors [9]. The results show that the proposed wire-driven mechanism
had increased the pinch force of the hand without increasing the weight and size.

Researchers, Fourie and Stopforth, discussed the concept and development of a
modularmechanical prosthetic robotic arm design that can be upgraded from a purely
mechanical device to a mechatronic system as in Fig. 3, based on the amputee’s
needs [10]. The experiments were carried out on the functionality of the prosthetic
robotic arm and it was decided to actuate the finger by tendons (cable actuation) or
linkages. The TouchHand 2was created at University of KwaZulu in 2015 and cables
were used for actuation. The study shows that the proposed hand was successful in
manipulating most everyday’s objects with multiple grip mechanism.

Fig. 2 Schematic diagram and photo of the EMG prosthetic robotic arm with direct drive [9]
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Fig. 3 CAD design of
mechanical hand [10]

Wattanasiri et al. introduced the concept of a five-fingered prosthetic robotic arm
as in Fig. 4 that has several grip patterns using only one actuator to execute crit-
ical everyday tasks and derive substantial grip power from the actuator’s enormous
scale. Different movement patterns are carried out using several sets of rigid four-bar
connections, which have different fingers and thumb movements [11]. The estab-
lished terminal unit consists of four identical fingers, made of a modern linkage
system capable of flexion and extension. The kinematic analysis was undertaken

Fig. 4 Prosthetic robotic arm design in open hand position. a Back of the hand with mechanism,
b the hand with front and back cover [11]
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to verify the mechanism’s efficacy. Moreover, motion simulation has proven that
the machine can produce enough finger movements to obtain cylindrical and spher-
ical power grips. Proposed finger job envelopes were decided and experimentally
checked using the finger’s 3D-printed edition. A new linkage system proposed to
accomplish the necessary finger motions with sufficient forces consists of eleven
separate connections [12].

2.2 Sensor Technology in Prosthetic Robotic Arm

Gundogdu et al. developed a prosthetic robotic arm controlled by a voice control
system for use in medical systems. Voice control system was applied to their four-
jointed revolute-revolute-revolute-revolute (RRRR) robot arm. The voice control
system was developed by mathematical model systems and tested in the robot arm.
The robot arm was tested with several voice commands to determine and calculate
the efficiency. The study results showed that the double-defined voice control system
is more efficient by 90% than the existing robot with single-defined [13]. Sahar et al.
have also used voice control to develop six-degree of freedom (DOF) prosthetic
robotic arm for patients with shoulder disarticulation. The prosthetic robotic armwas
integrated with virtual reality (V.R.) to get instructions from the user, then connected
with Arduino to perform the desired movement. The results show that the motor
speed decrease over time due to friction and the V.R. module performs better in the
environment with noises compared to without noise [14].

Hinwood et al. introduced a grasp deformable material through a novel robotic
gripper design. The robot arm was based on lateral grasp. The gripper was stepper
motor connected to linear rail for the prismatic actuator and three hobbyist servo
motors. The effector successfully picked on 89 out of 90 trials equivalent to 98.88%
success rate. The study can be validated for other grasping motions besides lateral
grasp [16]. Ramlee et al. developed a rehabilitation robot for physiotherapist to train
grasping process. The robot is equippedwith amaster–slavemechanism that operates
based on a healthy hand controlling a weak hand. The system is made up of a motion
sensor that functions as the input for the system with exoskeleton as the output. A
gyroscope is utilised to determine the finger position placed on the exoskeleton [17].
The exoskeleton was constructed using a 3D printer from ABS material. The robot
arm successfully showed the finger’s extension with grasp strength as the flex sensor
attached on the exoskeleton gripped bends. However, the exoskeleton is limited in
design and not suitable in the medical field as the design needs a better improvement
in material, such as aluminium, to be used in future works.

Liu et al. proposed a theoretical gradient-based iterative algorithm to plan a reach-
to-grasp task for a synergy-controlled robotic arm. The synergy-based hand as six
DOF and Pseudo-Distance Formulation was used in predicting grasp and reach for
objects to hold. The algorithm successfullymanaged grabbing the object by justifying
the best distance to grasp the object. However, the system was not suitable for use in
real-functioning arm [18]. Besides, it classifies a specific object from the reference
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dataset, thereby encouraging better grasp preparation. The accuracy was 92%, i.e.
92 times out of 100 tries; and the input of the natural language returned to the correct
object form. The failed eight times were for a different object being paired. The
causes of uncertainty have been revealed following the investigation. Chin et al.
proposed a gripper with three gripping modes: suction, parallel jaw, and delicate
fingers. Using complaint handed auxetic shearing actuators as the base, this gripper
can manipulate multiplex by producing special primitive grasping by permutating
these grasping techniques. This gripper can grasp 88% of tested objects, of which
14% can only be grasped using a combination of grasping modes [20]. The gripper
can also re-orientate flat items in-hand without the need for pre-grasp manipulation.
In particular, the grip can be improvised. The stiffness and the gripping force were
increased to give this model even more leverage in the finger position.

Wang et al. presents the design, study and experimentation of a passively adaptive
five-finger underacted dexterous hand (UADH). The UADH can forcefully grasp
items of various shapes and sizes using link-slider and rack-pinion mechanisms.
UADH has 15 ground breaking joints. However, since the four-finger metacarpopha-
langeal (M.P.s) and distal phalanges (D.P.s) are coupled, the UADH has 11 DOFs (6
active and 5 passive). Results show that the established UADH has good dexterity,
adaptability and powerful fingertip capability. The results also confirm the model of
static contact power [22]. Cortez et al. inform that a Tactile-based blind grasping
results in realistic robotic grasping. The hand only has access to proprioceptive and
tactile sensors. The robotic arm has no prior information of the object’s grasping
variables, such as object weight, inertia, and shape [23]. Sainul et al. present a paper
implementing the best computing system for an underactuated robotic gripper based
on a novel slicing object process.Using item slicing technique, the proposed approach
seeks contacts quickly, using grasp accuracy test to determine the right grasp from a
grasp pool. Twenty-four household items and toys were experimented upon using a
two-finger robot gripper in virtual environment to verify the operation. Using a 3D
scanning system, the predetermined planner would be applied to the actual object
data collected [24].

Jie et al. introduced a three-fingered reconfigurable underactuated dexterous hand
that can be adjusted to various targeted shapes. Themapping relationship between the
five-finger data gloves and the three-index hand is needed in dealing with dexterous
hands. There is a significant difference between a human hand and a dexterous hand
in actual implementations, so a motion mapping relationship is needed [25]. A 3D
predictive modelling model of the universal robot (UR5) robotic arm and three-
finger manipulator was proven by implementing augmented reality technologies.
Therefore, the experiment used three forms of objects: disc, cylinder, and cuboid.
Li et al. proposed a novel grasping method for dexterous prosthesis based on eye-
tracking. The study was conducted on an interactive experiment platform as in Fig. 5.
Then data was fed back to the operator during prosthetic robotic arm performing real
reach and grasp task. An anthropomorphic is prosthetic robotic arm with five fingers
actuated by six motors, Myo armband for opening/closing the arm with left and right
waving is mapped and Kinect camera for eye-tracking were used in the experiment
[26].
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Fig. 5 The system workflow [26]

The interface has various grasping types that the operator can choose. As the
operator moves the red cursor by eye movement, the corresponding grasping type
was triggered. The eye-tracking and gazes are recorded in less than 0.3 s. Although
the system has better response time, the system is still inflexible as the experiment
requires a complex step up.

2.3 Implementation of Advanced Control System
in Prosthetic Robotic Arm

Huang and Lan presented a remote-controlled prosthetic robotic arm to scan 3D
printed human body parts. The six degrees of the freely moving robot arm were
attached with ultrasound probe; remotely controlled through human skin to scan
and measure the system’s efficiency. The robot arm is controlled using a joystick
integrated through interned connect to the prosthetic robot arm in the operation
room. The American University of Middle East developed electroencephalogram
(EEG) mind-controlled smart prosthetic robotic arm. The arm is controlled using
brain signals, where the user conveys the command by thinking and being transmitted
to the arm by the attached EEG headset [27].

Li et al. investigated a grasp planning method for dexterous hand grasping on
different objects. The research used the maximum internal tangent sphere principle
and conduct as stable grasp planning based on the minimum force to avoid object
deformation. The experiment resulted in an average 95.63% grasping rate. Although
the object has external factor like object weight pulled by gravitational force, the
gripper manages to grip with minimum force [28].

He et al. developed vision-based myoelectric prosthetic robotic arm. The three-
DOF arm is equipped with a camera to analyse, locate and estimate the target
object size to be grasped. The system uses electromyography (EMG) and graphics
processing unit (GPU) server to analyse the received data and respond to the motor
in real-time. The developed system has high accuracy for every frame by classifying
object class probability which almost all would detect an object with 100% accuracy
[29]. Ibrahim et al. proposed developing a prosthetic robotic arm controlled by wire-
less flex sensor on their explosive ordnance disposal (EOD) robot. The robot has 2
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to 3 fingers which function as gripper of explosive items. The prosthetic robotic arm
is made of polylactic acid (PLA) embedded with Xbee wireless module to transmit
and receive signals from the gloves equipped with flex sensors. The user is free to
move their fingers and observes the prosthetic robotic arm’s movement on the screen
[30]. Aly et al. introduced a hybrid BCI model that integrates EMG and EEG signals
to learn about upper limb prosthetic in improving its accuracy and performance
using 64 channels EEG signal combined with 32 channels of surface EMG signal;
analysing five motions of wrist and hand. The system resulted in 98.8% accuracy
of the prosthetic using 6th-order auto-regression (A.R.) coefficient model, suitable
for the daily tasks [31]. Ruhunage et al. presented a hybrid method with EEG and
EMG signals. A six DOF prosthetic robotic arm known as UOMPro with one DOF
elbow joint is connected with EEG motor motion that receives signals from a user
by neural network (N.N.) in selecting an object’s grasping pattern. The experiment
was conducted on five healthy 24 years old subject. The offline EEG accuracy results
are 79.8, 87.7, 92.2, 89.3 and 85.9% while the real-time accuracy in left/right hand
movement is 63% [32].

Ghazali et al. combined two types of Fuzzy controllers and proportional-integral-
derivative (PID) in a prosthetic robotic arm to improve transient response and
steady-state error. The root-mean-square (RMS) value of the combined Fuzzy-PID
resulted in 0.4073. Simultaneously, Fuzzy and PID’s RMS values are 1.4660 and
0.7206, respectively, which clearly showed that the combined controller has better
response and steady-state error [33]. Researcher Liu et al. implemented an impedance
controller on the robotic arm. The control parameters are based on a biomechanical
model arm. The relationship between sEMG and grasp force were experimented.
The impedance of joints was calculated using a series of dynamic vibration test. For
human hand, multisensory information acquisition platform was built. CyberGlove,
which consists of a force sensor, is used to measure the data acquisition with sEMG
sensor to be sampled [34].

2.4 Visual Relaying Prosthetic Robotic Arm

Wu et al. introducedmechanism that improves the rate of grasp in clutter. The system
uses red–green–blue (RGB) camera image as input. The image data was processed
to obtain position map, and attention map as this framework circumvents contin-
uous motor until the same depth of an image is produced. The system resulted in
a 92% real-world grasp success rate with different degrees of flexibility. There was
some limitation in the grasping process when the clutter was tightly grasped causing
deformation [35]. Rosenberger carried out a study on independent human to robot
handovers using real-time vision. The research targets general applicability with
a generic object detector and quick grasp selection algorithm. Franka-Emika Panda
prosthetic robotic armwith seven degrees of freedommounted with RGB-D (digital)
camera mounted at the robot arm’s end-effector was used in this research [36]. For
internode messaging and interfacing between the camera and robot, robot operating



494 D. Babu et al.

system (ROS) is utilised. The approach has six modules structured into one input
and three processing layers. To reduce the time between arm movement and image
capturing, all themodules are events driven and instantly processed inputs (the image
data) become immediately available. YOLO v3 object detector is used to detect the
object that needs to be grasped and pre-train using the standard objects in context
(COCO) dataset.

Liu et al. developed a novel camera fusionmethod for a real-time robotic grasping.
The robotic graspingwas utilised using hybrid eye-in-hand (EIH)/eye-to-hand (ETH)
configuration cameras. The camera position was altered according to the manipu-
lator’s motion with the field of view (FOV) dynamic. The system has automatic
switching from monocular to multi-camera pose estimation. The robot manipu-
lator determines the most correct positioning and increases the total visual scope
of grasping an object. The grasp success rate was 95.7%, 134 over 140 grasping
attempts [37]. However, the system was only tested with two number of grippers.
However, the multi number of grippers can be an attempt to be tested in the future.
Omarali et al. proposed a V.R. based robot teleoperation framework for human–
robot and human-scene interaction gestures. The RGB-D camera was installed at the
end-effector of Frank Emika’s Panda robot. The camera’s image data was combined
with OctoMap for image mapping with an overview of the remote environment. The
OctoMap provided a remote overview scene with lower communication bandwidth
cost. However, the system implementation was limited for virtual end-effector [38].
Rakhimkul et al. present an autonomous objection and grasping using deep learning
with visual detecting. In principle, RGB-D data sensor was installed on Kinova Jaco
6*DOF assistive prosthetic robotic arm. YOLO algorithm was used to determine the
object that needs to be grasped by the arm. The arm successfully detects and grasped
the object placed on the desk [39]. However, the system is only limited to Kinova
Jaco assistive arm.

Wang et al. used vision hybrid frame-event to grasp and pose detection of objects.
RealSenseD435RGBmodulewasused for the frame-based sensor in object detection
with neural network architecture to process the image data. The experiment resulted
in 77.29% accuracy of grasp and pose prediction [40]. However, the system was
not tested on a real operating arm. Jin et al. presented a human–robot interaction
using visual sensing for object grasping. The researchers used RGB-D camera and
inertial measurement unit (IMU) for object targeting and pose detection. Digital
video input–output (DVIO) was used to combine the 6-DOF device pose estimation
with camera’s depth and IMU data in a graph for the optimisation process. The
experiment out-performs existing state-of-art virtual-input–output (VIO) method in
both positioning and orientation estimation [41]. However, the system was not tested
with a real subject to evaluate overall system performance. Mitash et al. used RGB
camera for constrained placement of unknown object for the robot arm to grasp. The
robot arm was programmed to pick and place an object with collisions and minimise
the time to complete the task. The system’s proposed pipeline architecture achieves
more than a 95% success rate and speedier execution time over multiple experiments
[42]. The research was limited as the picked grasp study did not focus on details
since it only observed on general grasping.
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2.5 Implementation of Neural Network in Prosthetic Robotic
Arm

Farag et al. researched on a method of increasing the impact of computer vision
implementation on selective compliant assembly robot arm (SCARA) using deep
convolutional neural network (DCNN). The study resulted in 100% precise object
detection, accurate robot positioning and real-time grasping in a range of 0.38 s
[43]. Gabellieri et al. proposed a method for grasping unknown objects with robotic
arm based on human movement. The robotic arm was trained using Decision Tree
Regressor (DTR) to generate optimal hand pose to grasp an object (available box).
The system architecture was installed in Pisa/IIT Soft Hand. The experiment on the
method resulted in 86.7% successful grasp rate [44]. However, the amount of force
acting on the grasped object was not considered.

Joshi et al. used a double deep Q-learning framework (DQN) with a novel Grasp-
Q-Network to perform the output of grasp probabilities to maximise grasp pick
success as in Fig. 6. In contrast, a DCNN is used in deciding the motion to grip
with the most effective grasp on the object [45]. The results showed that the DQN
algorithm performs better than Q-learning algorithm with higher completion and
success rate.

Lambeta et al. introduced a design for a low-cost, compact high-resolution tactile
sensor. The research objective was to overcome the limitation of precise sensing

Fig. 6 The proposed system of deep reinforcement learning [45]
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contact force-sensing and reasoning about contact force. The DIGIT is designed to
be physically compact to fit an array at end effectors or multi-finger robot arms.
The DIGIT’s gel is easily interchangeable compared to the earlier design, which
resulted in a rugged sensor. For learning the dynamic model, 4800 tries of which
950 were for validation, the marbles are picked with pincer grip, between thumb and
another finger. The arm is programmed to roll fingers precariously over the marble
to manipulate it into the desired configuration. Structural variational recurrent neural
network (VRNN) architecture is used where researcher trained an autoencoder that
learns to detect critical points on the object with the variation in the input data
[46]. However, there was a lack of control on the number of marbles drop during
training due to the proportional (P) controller performance. In the medical field, the
da Vinci Research Kit (dVRK) was equipped with an optical tracker system (NDI
Polaris Vicra) to improve existing teleoperated equipment. Image data processing
with optical tracking operationwas carried out to compute the coordinate transforma-
tion between endoscopic and optical tracking operation. The patient sidemanipulator
(PSM) were exploited between coordinate transformation and PSM based frame and
optical marker. The end-effector was pointed out through the camera—the whole
robot system is controlled by a desktop computer using ROS interface [47]. As the
robot arm is tested, it performs a needle grasp of 39 over 45 sets of experiments.

Chen et al. experimented using colour distribution and deformation of the finger-
nail and its surrounding skin to estimate torque, fingertip force and contact surface
curvatures for various grasping objects as in Fig. 7. Four algorithmswere tested in the
research areGaussian process, convolutional neural network (CNN), neural networks
with fast dropout and recurrent neural networks for models’ images mapping to the
corresponding parameters. The fingernail image was transferred from RGB to hue-
saturation-value (HSV)back toRGB tohave a background colour close to skin colour.

Fig. 7 Visual-tactile sensor and the exploded view of base parts [48]
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The experiment showed that the Gaussian process and CNN performed better than
the other two algorithmmethods [48]. The image data processing ran at about 30 Hz.
It can be speeded up and improved by reducing the image resolution in the future.

Gardner et al. conducted a part of the study on camera-based visual information
for autonomous object recognition integration on upper-limb robotic prostheses. In
the study, a low-cost LogitechC525HDcamerawas installed on the robotwith a stan-
dard vulnerability scoring system (CVSS) to process the camera’s image data. The
camera detects the edge of objects placed to be grasped. As objects edge detection
were being trained, an object template was created for real-time grasping. During
real-time grasping, as the camera detects the object’s edge, k-nearest neighbours
(KNN) classifier was used to identify the nearest object; comparing the features
in order to set a most suitable grasping pattern from the pre-defined system using
general-purpose simulation system (GPSS) [49]. The experiment was tested in iden-
tifying a correct object and predicting the intended grasp resulted in 84.55% for a
bottle, 70.91% for lid objects and 38.18% for box objects. Researcher Sun and Lin
proposed an eye-in-hand (EIH) in the prosthetic robotic arm for object recognition
and grasping purpose. Objects that need to be grasped were identified using RGB-D
camera, and convolutional neural network (CNN) is utilised, for instance, to facilitate
segmentation of image data from the camera.

The camera was fitted in Hiwin RA 605 robot arm. A calibration board was used
to calibrate the camera coordinates. The robot coordinates and applies the kinematics
through the robot arm for grasping. The experiment resulted in 80 and 95% for bottle
stacking and non-stacking compared to other grasped objects like aluminium cans
and retort pouches [50]. The proposed system can be implanted into the prosthetic
robotic arm for daily needs. Researcher He et al. proposed vision-based assistance
for myoelectric hand control. RGB-D sensor is used to identify the shape of the
object that need to be grasped. Deep CNN algorithm is used to detect the object
image captured by the camera. The experiment successfully estimates the target
object following the user’s intention [51].

Further study can be done using artificial neural network (ANN) to extract the
exact input value from the user muscle activity. Arapi et al. tackled the difficulty in
predicting soft-handed grip failures before they occur. It combines deep learningwith
an inertial measurement unit-focused sensing technique. The network obtained 100
per cent precision in experimental validation. The network uses a multidimensional
continuum stream of raw signals from inertial measurement units as input. The
Predictor detects 100% of the two-handed errors. Detection occurs 1.96 s before the
typical real failure occurs [52].
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2.6 Implementation of YOLO in Robotic and Prosthetic
Robotic Arm

A grasp manipulation using evolutionary computing by Shukla and Nandi used
learning-based technique in correctly placing the robot arm on the object that needs
to be grasped. A Kinect-V2 camera is used and placed on both arms and head of the
collaborative robots (COBOT) robot. The robot has two sets of gripper, electrical
and vacuum grippers. Infrared range sensor is also placed in both arms. You-only-
look-once (YOLO) algorithm is used for object detection as the algorithm is efficient
in real-time prediction. Image data from the Kinect-V2 camera is mapped using
an evolutionary algorithm (G.A.), Regression left–right (L.R.) and mathematical
approach proportional integral (P.I.). The GA is used for optimal mapping matrix,
while L.R. for observation of images in a 2D plane and P.I. for inversing a non-square
matrix of G.A. and L.R. Once the grasp position is mapped, the infrared sensor
provides the length/depth for the robot to grasp the object. An external parameter
called safe distance (S.D.) using the infrared sensor is taken in the count to avoid
damaging the gripper or the grasped object. As the three errors converge, a tech-
nique was compared according to the experiment results. G.A. performed better than
L.R. and P.R. with an error of 0.00189. Data collection for the train could also be
robotised for future use in sufficient real grasping data [53]. Researcher Hernandez
proposed a method to decode visual representations of an object using brain data
towards improving robot arm grasping configurations. A Kinect camera is used to
acquire data from 25 body joints of experiment assistants who presented the object
to the robot arm.

YOLO algorithm is used to detect the object label. A deep convolutional autoen-
coder that trained noise-free standardmanifold is used to combine the brain encoder’s
image data as only half image is provided. The image reconstruction involved data
preparation and deep convolutional autoencoder construction. For data collection,
photoshop data file (PSD) and region of interest (ROI) are used for each try. In-
depth convolutional image processing critical discourse analysis (CDA) is trained to
combine the PSD matrix and ROI into a new matrix. The research resulted in 76.5%
accuracy on Inception Score Test. However, the research is limited in use on partic-
ular subjects [54]. Researcher Ruan et al. proposed a novel surface contact model
to study the contacts between the target object and robot arm. A grasp detector was
attached on both sides of the parallel gripper. The image classificationwas done using
PointNetGPD and grasp pose detection (GPD). The experiment resulted in 89.53%
accuracy as the robot gripper grasps an object. The object and gripper’s contact area
based on the shape of the object was concluded [55].
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3 Humanizing the Prosthetic Robot Arm

Developing a practical prosthetic robotic arm will encounter continuous challenges
as in Fig. 8 and is a main determination among researches. One of the main concerns
iswhether the cost is affordable for end users. Discussing about cost, type ofmaterials
used to fabricate prosthetic robotic arm, to execute the functions and mechanism and
the electronic components equipped will affect the production cost. Basically, the
price ranges from $500 up to a cost equivalent to the latest car model price in market
[56]. In fact, an expensive prosthetic robotic arm can provide better quality in terms
of functionality, light weight, robustness than the low-cost prosthetic robotic arm that
might be not achieving basic functions as a normal hand area are able to do. Usually,
these kinds of low-cost prosthetic robot arm are mechanical string/ pulley-based
prototype that has certain limitations such asminimumgenerated grasping force [57].
Most will require a prosthetic robotic arm with a feedback system to rehabilitate and
regain the sense of real-human-hand while picking, holding and grasping the object
that even a slippage might occur. In addition, different background of end users such
as kids, adults, regular working people or athletes will also affect the whole design.
Therefore, ready to market developed prosthetic robot arm should be affordable by
the specific end user, and at the same time can fulfil each minimum necessity and
expectations.

In addition, the prosthetic robotic arm should be user-friendly because it can
vary for multiple applications. The user-friendly design must have less complicated
construction and easy in maintenance when it comes to execute early setup, trou-
bleshoot ormechanical and electronics parts replacements. Also, are able to adopt the
concept of ‘plug and play’ [58]. These ideal concepts play important roles to expand
the usage of prosthetic robot arm among various end users, eliminating taboo for
users like elder groups, as it approaches the concept of ‘plug and play’, similar to
any regular daily used electrical/electronic devices [59].

Then, a prosthetic robotic armmust be readily accessible to performmultiple tasks.
For the user’s regular activities of daily living (ADL), the arm must be accessible as

Fig. 8 Major challenges
related to practical prosthetic
robot arm
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it functions almost like a real-human hand where the feedback system of prosthetic
robotic arm will perform as one. In order to detect the feedback to the user on real
hand feel, the feedback system must consist of various parameters such as weight,
temperature, friction and sense of irregular objects [60]. This gives the user more
trust and faith physically and mentally in doing ADL using a prosthetic robotic arm.

4 Conclusion

The works on the prosthetic robot arm were reviewed focusing on research trends
of how to execute grasping mechanism, beginning with using simple mechanical
based design, implementing actuators and sensors and even applying the element of
artificial intelligence. The purpose of this review is to serve as a guiding reference for
researchers in developing prosthetic robotic armwith better design, systems and prac-
ticality. A general overview shows that implementing various sensors may increase
the performance of the prosthetic robot arm especially in executing grasping tasks
based on simple mechanical prosthetic robotic arm, sensor technology in prosthetic
robotic arm, implementation of advanced control system in prosthetic robotic arm,
visual relaying prosthetic robotic arm, implementation of neural network in pros-
thetic robotic arm, and implementation of YOLO in robotic and prosthetic robotic
arm. For future works, researcher in this field should consider the challenges of
affordability for targeted end user, multi-environment feedback and user friendliness
in humanizing the prosthetic robot arm.
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Container Fluid Detection Design
in Generator Set

Y. Arnas, Rb. Budi Kartika, T. M. Raja Nasution, W. Hendro,
Ika Endrawijaya, and Irsyadi Yani

Abstract A vessel’s liquid detector design is designed to keep fluid in a vessel. This
design uses an ultrasonic sensor and is equipped with a warning indicator when there
is a high, medium, and low level of liquid in the vessel. The ultrasonic sensor works
here to measure the volume of the vessel’s liquid. The microcontroller is also used
as the main component in this design to give orders and process ultrasonic sensor
input data. This simulation tool design works to determine the fluid availability in the
vessel. When the liquid in the vessel is at a predetermined level, the tool simulation
design is also equipped with a warning indicator. That is, a high level with a green
indicator of L.E.D., a medium level with a yellow indicator of L.E.D., a low level
with a red indicator of L.E.D. A buzzer is used as the warning indicator used in the
design of this simulation tool. The tool is expected to maintain the availability of
fluid in the vessel with this simulation design. So that it will surely exist when the
liquid in the vessel is to be used.

Keywords ATmega 8535 · Microcontroller · Bascom AVR

1 Introduction

The development of the fluid detection system is currently increasing rapidly; even
systemdetection is no longer an extendedobject that stands still andperforms routines
according to the manufacturer’s program. There are more andmore advantages to the
existence of the detection system. A detection system is no longer seen as a science
that is evolving in the context of physical technology [1]. Nevertheless, there are
more and more issues associated with the human environment that need attention.
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The development of the fluid detection system begins with applications at the
airport in an environmental structure that ismore regionally conditioned, so thatmore
systems are designed in relatively distinctive shapes according to airport needs, such
as manipulators, and most of them are not mobile and autonomous. The presence of
the system, however, in a more flexible environment, such as hospitals, households,
offices, forest exploration, and the development of hazardous areas that cannot be
reached by humans, such as nuclear reactive areas, chemical areas and many more.
Humans also have to rearrange a detection system’s definition, construction and
function.

From here, a fluid detection system based on functions or practical advantages
must be developed to help humans do a task that is complex, hazardous and requires
a high level of accuracy/precision. It is impossible to sacrifice a life like a fire extin-
guisher in a building that is prone to collapse, where a job to be done by humans
takes enough time, and for something dangerous.

2 Literature Review

Fluid detection has components that are slightly different in development from other
basic or applied sciences. Usually, basic science evolves from a principle or hypoth-
esis that is then methodically examined. After the underlying sciences are well
developed, applied science is developed. In the meantime, robotics often develops
initially through a practical approach [2]. There are a few types of sensors have
been used for the purpose of measuring fluid level, such as ultrasonic and pressure
sensor [3]. Then theoretical research is developed by observing the behavior of living
things or objects/machines/other moving equipment. The robot evolved to be more
sophisticated from theory back to practice, and from here [4, 5].

Figure 1 illustrates this in order to find out what themes can be examined for fluid
detection. The connection between all component sub-domains within the scope of
research in the field of the system was explained in Fig. 1. System research can be
carried out by selecting 4 phase themes based on the plot, namely classification,
research objects, research focus and research objectives. The structure of the system,
and block clarification, can be defined by the group.

3 Methods

This research was conducted in the form of literature review. The tools were theo-
retically designed, and the tools were made to obtain data from the results of the
test. This research calculates the performance with this information and compares
the tool’s actual and theoretical capabilities.

Budiarto Airport is critical to the provision of aviation services, as it involves
the safety of air transport services users. There is a generator set (generator set)
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Fig. 1 Research illustration in the domain of robotics

at Budiarto Airport that acts as a backup power plant for the voltage and current
sources of all electrical equipment which is used at the airport. There is a Cummins
generator set with a 250 KVA capacity at Budiarto Airport. The ability to monitor
the availability of generator fuel is the goal in this case so that it can automatically
operate/run properly.

In order to determine the availability of fuel generators in the daily fuel tank,
only the indicator hose that shows the amount of fuel in the daily fuel tank which
is examined by the technicians. However, due to its useful life, the indicator hose is
extended, the technician cannot know for sure how much fuel left in the tank every
day.

If the main power supply from the power plant industry goes out, the generator set
will operate automatically so that the fuel will be used. Supposedly the technician is
not aware of howmuch fuel left in the tank every day. In that case, probably, because
the generator fuel tank is empty, the generator will not be able run.
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Arduino Uno microcontroller, Ultrasonic Sensor, LCD, Buzzer, L.E.D., Push
Button and Adapter are the main components required to create this tool’s simu-
lation design. Ultrasonic sensors are used in this design to detect changes of the
liquid’s volume in the vessel, using the Arduino Uno microcontroller as a control or
data processing unit. This Ultrasonic Sensor will continue to monitor fluid volume
changes, and then input data from the Ultrasonic Sensor to the processing micro-
controller. After that, the data is processed by the microcontroller and it will then be
shown on the LCD. A buzzer and indicator which are L.E.D.s, also fitted with the
tool simulation design to provide warnings when the volume of liquid in the vessel
is at a predetermined limit. The buzzer works with a yellow L.E.D. when the liquid
level is at a medium level. The buzzer works again when the liquid level with a red
L.E.D. indicator is at a low level. The push button is manually operated as a button to
turn off the functioning buzzer. The voltage source in this tool’s simulation design is
obtained from the 9 VDC adapter. A simulation design for a liquid detection device
in the vessel was made based on these thoughts.

Using the CAD structural design program to analyze the parts of the structure
while using the CAD structure analysis program when designing this detection
system. This program was selected because it has a high degree of precision, full
features, full 3D and easy to operate (Fig. 2).

The desired conditions in the simulation design of a liquid detection device in a
vessel can be explained as follows, as shown in Fig. 3. If a 9-V power supply is given
to the tool simulation design through an adapter that goes into the microcontroller,
the simulation design of this tool will operate. In order to detect the distance and
height of the liquid within the vessel, the ultrasonic sensor works. The data obtained
from the ultrasonic sensor will be delivered into the microcontroller and displayed
on the LCD. The ultrasonic sensor will continue to work to detect the surface height
of the liquid in the vessel when there is liquid use/reduction in the vessel, and the
results are always displayed on the LCD.

The green L.E.D. The indicator is ON if the liquid level in the vessel is > 7 cm.
The liquid is at a high level in this case. When the liquid level in the vessel is about
7 cm to > 3 cm, the yellow L.E.D. will ON. This condition is the medium-level liquid
in the vessel. The buzzer will be ON with a set time delay between ON and OFF
when the liquid level is at the mean level. In this case, to turn off the buzzer that is
working, the push button can be manually operated.

When the level is low, the red L.E.D. will be ON, the condition of the quantity of
liquid in the vessel is cm3cm in height, and the buzzer will be ON. If the liquid is
filled into the vessel, the condition that occurs is that the liquid exceeds the level of
liquid specified. Since this condition is liquid filling, because it has been determined
by programming on the Arduino Uno microcontroller, the buzzer does not work. It
is anticipated that the design of the simulation tool, if applied to the field, will be
able to assist electrical engineers in carrying out their operational tasks in the field
of maintenance and maintenance of generator sets.
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Fig. 2 Flow chart of design
methodology

Fig. 3 Transformer
schematic
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4 Result and Discussion

Ultrasonic sensors’ working principle is as follows:

1. The signal is emitted by an ultrasonic transmitterwith a frequency above 20 kHz,
which is used to measure the distance of objects at 40 kHz. The signal is
generated by an ultrasonic transmitter circuit.

2. The emitted signal is then propagated with a sound velocity ranging from
340 m/s as a signal/sound wave. The signal will then be reflected and the
ultrasonic receiver will receive it again.

After the signal reaches the ultrasonic receiver, it is processed to calculate the
distance of the signal. The distance is determined in accordance with the formula
(Fig. 4):

S = 340 × t/2 (1)

In the ultrasonic sensor circuit consists of 2 parts, named ultrasonic trans-
mitter (ultrasonic transmitter) and ultrasonic receiver (ultrasonic receiver). Ultra-
sonic Transmitter Circuit (Transmitter) Transmitter is a device that functions as an
ultrasonic wave transmitter with a particular frequency. In the ultrasonic transmitter

Fig. 4 Working ultrasonic sensors
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circuit, there is a signal generator section. The function of the signal generator is to
produce digital waves with a frequency of 40 kHz.

The signal generator circuit is a stable multivibrator with LM555 IC. On foot
4, the IC LM555 is connected to pin 5 foot of the microcontroller, which serves
to give the signal emit command. The ultrasonic transmitter circuit IC 555 works
at a voltage of 5–12 V D.C. The IC 555 ultrasonic transmitter circuit works in the
40 kHz frequency range determined by the IC NE555 a stable multivibrator circuit.
The magnitude of the positive and negative peak levels on the pulses is used to drive
the ultrasonic transducer, which can be adjusted using R3 and R4 potentiometers.

Potentiometer R3 functions to regulate themagnitude of the period of the “HIGH”
side pulse and the R4 potentiometer functions to regulate the period of the “LOW”
side pulse. Setting the period of the HIGH and LOW sides must be kept in mind so
that the pulse frequency stays in the range of 40 kHz (Fig. 5).

The reflected signal captured by the receiving transducer is amplified using a
two-transistor amplifier circuit. For the support of this ultrasonic receiver circuit
consists of an amplifier with two transistors and a voltage multiplier. The following
is a picture of the ultrasonic receiver circuit:

This ultrasonic receiver will receive ultrasonic signals emitted by ultrasonic
transmitters with appropriate frequency characteristics. Then the output signal will
be amplified and passed to the comparator circuit (comparator) determined based
on the amplifier output voltage when the distance between the sensor and the
barrier/wall reaches the minimum distance to bounce/reverse direction. This situ-
ation can be considered a comparator output with high conditions. At the same time,

Fig. 5 Generator circuit schematic
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Fig. 6 The vessel contains a
liquid as high as 10 cm

Table 1 Liquid level criteria in vessels

No Fluid level Buzzer L.E.D Information

1 10 cm OFF Green Level high, buzzer OFF and the green led indicator is
ON

2 > 7 cm OFF Green Level high, buzzer OFF and the green led indicator is
ON

3 ≤ 7 cm - > 3 cm ON Yellow Level Medium, buzzer ON, with a fixed delay time
between ON and OFF

4 ≤ 3 cm ON RED Low level, buzzer ON, with a set delay time between
ON and OFF. The red led indicator is ON

the longer distance is low. These logics are then passed on to the controller circuit
(microcontroller).

In liquid volume calculating the in a vessel, there are several criteria for the
amount of liquid in the vessel. Here follows the calculation of the volume of liquid
in the vessel with the height of the liquid in the vessel that is 10, 7, 5, 3 cm. If the
liquid height in the vessel is 10 cm, the volume can be calculated with the following
calculation (Fig. 6; Table 1).

5 Conclusion

Based on the results of the discussion, it is concluded that the overall tool design as
contained in Appendix 1 can detect the liquid in the vessel by producing the amount
of liquid available in the vessel. Reduced. The microcontroller working system as
a control system is to regulate the entry and exit of the current, which is translated
into signals and will then be responded to regulate the work of the manipulator and
actuator.



Container Fluid Detection Design in Generator Set 513

References

1. Jignesh Patoliya HP, Mehta H (2016) Arduino controlled war field spy robot using night vision
wireless camera and android application Arduino controlled war field spy robot using night
vision wireless camera and android application. In: 2015 5th Nirma University of International
Conference on Engineering Arduino, pp 1–6, Nov 2015

2. Snyder Wesley E (2005) Industrial robots: computer interfacing and control. Prentice-Hall
3. ManashtiM,AzimiMA (2013)Water levelmeasurement using image processing. In: The second

international conference on agriculture and natural, vol 2(2), pp 393–395
4. Tood DJ (1986) Fundamental of robot technology: introduction to industrial robot, teleoperators

and robot vehicles. Kogan Page Ltd., London
5. Fu KS, Gonzales RC, Lee CSG (1987) Robotics: control, sensing, vision, and intelligence.

McGraw Hill Publishing Company, New York



Simulating the Cycle Time Based
on a Manpower Performance Through
a System Dynamics Model: A Case
Company in the Automotive Sector

Ahmad Afif Ahmarofi, Norhaslinda Zainal Abidin,
and Nurul Husna Mahadzir

Abstract The uncertainty of cycle time due to manpower performance could affect
the efficiency of completion time at a production line. Ultimately, the challenges of
manpower performance contribute to tardiness, which is the delay of a job’s due date
from its completion time.Hence, the cycle time of a specific taskmust coordinate effi-
ciently to ensure the smoothness of production operation. In this regards, a company
facing the issue of uncertain cycle time due to manpower factor in producing an
audio system for the automotive sector was considered. This study aims to deter-
mine the best-so-far cycle time to produce the audio system at a production based on
manpower performance. To mimic a production line, a simulation model was devel-
oped based on a system dynamics (SD) approach. Subsequently, what-if analysis is
conducted by adjusting the cycle time to observe the effect of schedule pressure and
manpower fatigue on productivity. As a result, 5 s is the best cycle time to produce
the product at the production of the selected company. Consequently, a policy on
setting the cycle time at the production was proposed for the best completion time
without tardiness.

Keywords Manpower performance · Cycle time · Simulation · System dynamics ·
Automotive dector

1 Introduction

A rapid transformation is progressively carried out by the Malaysia government in
strengthening the manufacturing sector to cope with the challenges of the Industrial
Revolution 4.0 (IR 4.0) [1]. Even though 49 percent of manufacturers in Malaysia
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still depend on the semiautomatic production line, the transformation of the manu-
facturing sector into a smart operation is deemed crucial [2]. Consequently, a shorter
completion time for the production of products is vital to remain competitive in the
marketplace.

In determining completion time with on-time delivery, the cycle time becomes a
big problem for the management [3]. Cycle time is the time required by manpower
to complete a specific task [4]. Several studies found out that the completion time of
a product always deviated which caused by the uncertain cycle time [5–7]. Hence,
the cycle time appears as a frequent problem and considered a crucial factor in
completion time.

Moreover, the expected cycle time is uncertain at the production line due to unfore-
seen performance of manpower [8, 9]. This issue has occurred since human being
experiences fatigue and stress during production [10, 11]. In this regards, a problem
based on a real company situation was considered. The company is a global business
manufacturer for audio products in the automotive sector for both the local and inter-
national markets. However, the company was facing an issue with an uncertain cycle
time of the new audio products based on manpower performance. Consequently, the
completion time of the new product was affected which contributed to tardiness.

Based on the problem, it is vital to evaluate the expected cycle time using various
strategies through a risk-free experiment, i.e., a technique that can mimic the produc-
tion operation without any interruption on the real system. Besides, the technique
should have a capability in evaluating manpower fatigue, schedule pressure and
production workload during production operation to avoid an unhealthy working
environment. In this regards, the objective of this study is to determine the best-so-far
cycle time to produce the audio system at a production based on manpower perfor-
mance through the development of a simulation model. The following section elab-
orated further on the research methodology. Subsequently, the results are discussed
deeper while conclusion and recommendation are included in the final section.

2 Research Methodology

Due to the complexity and risk of production operation, the mathematical program-
ming technique is incompatible to tackle the evaluation of production operation [8,
12, 13]. However, simulation technique which is a process of designing a model
that resembles a real system in a graphical appearance [14, 15], provides risk-free
experimentation without any interruption on the actual system [16, 17].

Based on the literature review, the system dynamics (SD) technique which is a
thinking system over time functionmodel [13, 16, 18] can understand the complexity
of a production environment. Moreover, it is superior to improve the production
operation policy by integrating the relevant cause-effect relationships of various
factors in a dynamics behaviour [17, 19]. Hence, the SD is potentially useful to
implement in the modelling of production operation for evaluating cycle time and
manpower fatigue.
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The purpose of modelling in SD is to improve decision making in solving a
problem based on a hypothesis or working theory [19]. As illustrated in Fig. 1, there
are five stages in the modelling process of SD which are problem articulation, model
conceptualization, model formulation, model testing and finally, model evaluation
and policy improvement [14, 17, 19].

In the SDmodelling process, the iteration may happen continually until the struc-
ture and behaviour of themodel mimic the real system [14]. In this study, the problem
of determining the cycle time with manpower was identified at the selected company
in the automotive sector.

In the second stage, a model related to the problem is conceptualized based on the
interview sessionwith the production planner to capture the related causes and effects
on the cycle time problem. Subsequently, for the model formulation, the formulated
stock, flow and auxiliary variables are structured. At this stage, the parameters for
manpower, cycle time and other related variables were embedded in the SD model.
The parameters for the variables are set as indicated in Table 1 as follows.

Fig. 1 The development of
system dynamics modelling
process

Stage two
Model conceptualization

Stage three
Model Formulation 

Stage four
Model testing

Stage one
Problem articulation

Stage five
Policy formulation and 

evaluation
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Table 1 The parameter
values for the related
auxiliary variables in the
developed SFD

Auxiliary variable Parameter value Unit

Number of manpower 30 Number of workers

Material preparation
time

1 Hour

Machine breakdown
rate

0.0013 1 Per pieces

Cycle time 5 Second per pieces

Target completion
hour

1 Hour

The standard working
hour in second

3600 Second

Standard working hour 1 Hour

Attendance rate 1 Dimensionless

Time per task 0.41667 Person × hour per
pieces

Delivery rate 1 Hour

Material usage per unit 7 Dimensionless

The desired production
start rate

5040 Pieces

Material reject rate 0 Dimensionless

Supplier lead time
delivery

1 Hour

After that, the simulation model to determine the production completion time was
developed based on the stock flow diagram (SFD) as presented in Fig. 2.

Subsequently, the related variableswere connected in the SDmodel for simulating
cycle time as illustrated in Fig. 3.

In stage four, i.e., model testing, the SFD model with the inclusion of related
variables are validated in terms of structure and behaviour assessments. Finally,
for policy improvement and model evaluation, what-if analysis was carried out to
evaluate the completion time.

What-if analysis is an intervention strategy to observe model responsiveness
towards uncertainty incidents. In this study, the parameter for cycle time is reduced
to 4 s since the management of the selected company would like to evaluate the
effect of accelerating the production conveyor on production output. However, the
conveyor decelerating, i.e., increasing the cycle time more than 5 s is not tested since

Work in
processproduction

start rate
production

completion time

Fig. 2 The developed stock flow diagram for production completion time
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Work in
processproduction

start rate

Finished
goods

inventoryproduction
completion time

desired
completion rate

target
completion hour

shipment rate

schedule
pressure

standard
completion rate

effect of schedule
pressure on working

hour

standard
working hour

production
utilization

potential
completion time

number of
manpower per hour

time per task

machine break
down rate

table of
fatigue

effect of fatigue on
productivity

delivery rate

number of
manpower

<standard
working hour>

cycle time

standard working
hour in seconds

attendance
rate

Fig. 3 The developed system dynamics model to simulate cycle time

Table 2 The scenario for a
what-if analysis of the
developed system dynamics
model

Description of
the scenario

The parameter for
the base run

Observation of
performance output

Cycle time is
reduced to 4 s

5 s (i) production
completion time

(ii) schedule pressure
(iii) effect of fatigue
on productivity

the management had found that the manpower has less work at the production line.
Hence, the cycle time of 4 and 5 s are considered as uncertain parameters when it
involves a lot of manpower, i.e., almost 30 manpower at the production line as it
will give negative effects on the overall completion time. Furthermore, the results of
schedule pressure and the effect of fatigue on productivity were measured to avoid
overproduction workload and extreme manpower fatigue, respectively, as shown in
Table 2.

Based on Table 2, the management of the selected company would like to evaluate
the effect of adjusting the production conveyor, i.e., between 4 and 5 s on completion
time, schedule pressure, and the effect ofmanpower fatigue. Subsequently, the results
of what-if analysis are discussed further in the following section.

3 Results and Discussion

The scenario was conducted through what-if analysis by reducing the cycle time
to 4 s. The scenario performances were observed on production completion time,
schedule pressure and the effect of fatigue on productivity as illustrated by Figs. 4,
5 and 6, respectively.
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Referring to Fig. 4, the production completion time of the new audio product is
unstable if the cycle time is decreased to 4 s. The cycle time of 4 s is considered
as sensitive parameter especially when it involves 30 manpower at production line
since it affects the overall completion time as mention in Sect. 2. Consequently, the
behaviour of production completion time based on 4 s has fluctuated.

Table 3 shows the production completion time of the new audio product based on
variations of cycle time during the working period from initial time, tinit = 0 until
the current time, tcur = 9 h at the semiautomatic production line.

According to Table 3, a time of 4 s was insufficient for the manpower to complete
specific tasks during the production process as compared to 5 s. As a result, schedule
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pressure is recorded higher than 1 during tcur = 2, 4, 6 and 8 of working time as
indicated by Fig. 5, which indicates production is over-utilized.

However, tcur = 1, 3, 5, 7 and 9 show lower schedule pressure, i.e., below than scale
1 which indicates poor production utilization. Consequently, the effect of fatigue on
productivity as presented in Fig. 6 shows a scale higher than 1 which indicates that
the situation is unhealthy for manpower performance since more task is done at the
production line. The unit for schedule pressure (see Fig. 5) and effect of fatigue on
productivity (see Fig. 6) are dimensionless, i.e., Dmnl, due to both variables have
no physical units which resulted from the ratio quantities. Moreover, both variables
have the same pattern due to schedule pressure has direct influences on the effect of
fatigue on productivity (see Fig. 3).

From the performance of different cycle time, there is no requirement of adjusting
the production conveyor by decreasing the cycle time to 4 s.A cycle time of 4 s creates
an unstable production utilization that led to high schedule pressure, thus manpower
experience extreme fatigue to complete their task. Hence, the result indicates that
the ideal cycle time is 5 s since the production completion time, schedule pressure
and effect of fatigue on productivity are stable.

4 Conclusion

Based on the results of what-if analysis, it was found that the ideal cycle time is 5 s
to consistently produce 720 pieces of the new audio products for every one hour.
Moreover, the ideal number of manpower at the production line to produce 6480
pieces of the product within 9 h is 30 persons. The acceleration and deceleration of
the cycle time must be carefully observed as it significantly influences the effect of
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manpower fatigue on productivity and schedule pressure. With the policy improve-
ment on completion time for producing the new audio products at the semiautomatic
production line, the occurrence of manpower fatigue and tardiness may be avoided,
hence manpower performance is improved and customer orders are met on-time.
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Design and Implementation of Adaptive
Cyanosis Baby Manikin for Medical
Training Application

Nur Fatihah Azmi and Loe Feijs

Abstract This paper explores the design principles for an adaptive cyanosis colour
changing baby manikin by assembling all previous pieces of knowledge of cyanosis
baby manikin. We attained the cyanosis colouration in an experimental setup during
the previous study using a three-dimensional (3D) printed baby’s head in a black
box with the Philips Hue bulb as an actuator. This paper’s motivation is to develop
a working prototype of an adaptive cyanosis baby manikin, which aims to change
colour from cyanosis to non-cyanosis with the real colouration, within the correct
timing to be used for cyanosis recognition in medical training application. To attain
this goal, we introduce the design and development of adaptive cyanosis colour
changing babymanikin by employing smart lighting control, togetherwith the Philips
Hue LED bulb attached to the 3D printed baby’s head. In this paper, the cyanosis
colour changing in a 3D printed baby’s head was simulated by controlling the Philips
Hue bulb using the Processing software and IoT-based mechanism. The LDRs were
embedded into the adaptive cyanosis baby manikin by monitoring the lux values of
the room’s lighting condition. The colour change of the cyanosis can be visualised and
verified both on the 3D printed baby’s head and in the trainer’s laptop in Processing
software. We believe that the proposed adaptive cyanosis baby manikin will pave the
way for a future practical cyanosis simulator to be used in real training.
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1 Introduction

Cyanosis is derived from the Greek word, κυανεoς meaning a dark blue. It refers to
the blue purplish discolouration normally seen in mucous membranes, for example,
around the lips, fingers, and toes [1, 2]. After birth, cyanosis is a common clin-
ical finding in newborn infants and is caused by reduced arterial oxygen saturation.
Newborn infants normally have cyanosis several minutes after birth and become pink
when the oxygen saturation rises above 85%. However, persistent central cyanosis
is pathological and should be evaluated and treated promptly [3]. When the blood
contains a lack of oxygen, the skin changes from bright red to a darker bluish colour.
These changes can make the skin and lips appear to be blue. Central cyanosis is often
visually recognized by dark-blue or purple discolouration of the tongue, mucous
membranes and the mouth’s linings.

To date, in order to evaluate a cyanosis’s colouration efficacy, physicians or new
medical trainees utilize a standard colour-assessment scoring system known as the
Apgar scoring method [4]. However, when the instrumental measurement is inacces-
sible, unreliable, or not reproducible, a skin colour evaluation in training sessions is
needed. Consequently, the training in assessing cyanosis colouration is important in
newborn’s simulation research. Many uncontrollable factors interfere and influence
a clinician’s evaluation, mainly due to lighting conditions in the delivery room, the
coloured objects near the baby, and the observer. In assessing the newborn baby’s
condition, colour is very important, and we must be aware of the subjectivity of
human visual perception. In a review of educational literature, no accurate-colour-
baby simulation manikin was found that focused on a reversible colour change from
cyanosis to non-cyanosis for the new medical trainee.

The idea of using the Philips Hue LED as a smart lighting control together with
the 3D printed head is attractive as with can be turned into a practical cyanosis
simulator. In this study, we adopt the following design principles: first, the use of
off-the-shelf components such as the Arduino and Philips Hue Bulb as an actuator.
Secondly, the use of open platforms for software architecture from Philips Hue
app Developer, Processing and C++ in Arduino. Thirdly, the deployment of all the
knowledge gathered in part three and four of the thesis into this design chapter.
Fourthly, the adaptivity principle was used to simulate the environment light with
indirect control of Philips Hue lighting by users. Lastly, as for the adaptivity, we have
a baby’s head simulator in the Processing to simulate the colour changing time and
the colour values of a baby manikin.

2 Design Principle

In Industrial Design Department, Eindhoven University of Technology, students are
exposed to various concept generation or known as the ideation phase, in order
to develop a more creative design that has innovation potential. Compared with
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traditional product design, industrial design emphasized creating and developing
interactive systems, products, and services that incorporate the physical and digital
worlds [5]. Three conventional concept generation methods are:

1. Brainstorming which refers to gathering ideas phase [6].
2. Synectics is referring to the ideas reviving method phase [7].
3. TRIZ refers to untangle the ideas disagreement phase of the design [8].

However, in this paper, we utilize ‘Design Heuristics,’ which referring to a design
task that leads us to solve and explore more and more ideas [9]. There are seventy-
seven (77) Heuristics design approaches gathered in the article. We implemented
some of them, which are animate, apply existing mechanisms in a new way, convert
2D to 3D, create a system, incorporate with environment and user input, and use
multiple components for one function. To summarise the above-chosen method, we
divided our cyanosis manikin’s design development into several phases of the design
principle in the next paragraph.

The first design principle applied off-the-shelf components such as the Arduino
and Philips Hue bulbs as an actuator. Secondly, the use of open platforms for software
architecture from Philips Hue app Developer, Processing, and C++ in Arduino. The
first and second design principle’s motivation is to provide an inexpensive and the
uses of reliable and commonly available components and employed an open-source
system, which is the Internet of Things (IoT). Thirdly, the deployment of all the
knowledge gathered in [10] and [11] of the thesis into this design study. In particular,
a colour correction results from [10] presented in CIELAB colour space and the
colourimetry analysis based on real cyanosis and non-cyanosis colour changes on
a 3D printed baby’s head presented in previous publication in [11]. The measured
colour valueswith the combined effects of the subtractive and additive colourmixing,
which occur when adding an observation lamp will simulate central cyanosis in a
baby. Fourthly, the adaptive principlewas explained to simulate the environment light
with indirect control of Philips Hue lighting by users. Our proposed adaptive system
can perform an IoT-based system for real-time and remote continuous simulating a
colour change and the environment’s lux value. Lastly, as for the data-driven, we have
a baby’s head simulator exhibits in the Processing to simulate the colour changing
time and displaying the colour values of a baby manikin. By changing some settings
and numbers in the code, the same baby simulator can be rebuilt in another set.
Figure 1 shows how we categorize the element of Heuristic in our adaptive cyanosis
manikin design principles.

This study proposes a solution that comprises hardware, software, and communi-
cation integrated into a solution that aims to optimize cyanosis babymanikin’s design
and implementation through an adaptive lighting approach. The colour changing
actuator generated a real-time colouration that contributes to an accurate cyanosis
recognition in medical training. We extend our previous work from engineering to
industrial design working principle to develop a new design solution. In terms of
research methodology, we divided the system’s architecture into three main phases,
as in Fig. 2.
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Fig. 1 Implementation of heuristic design in adaptive cyanosis manikin design principles. The
number in the figure is adapted from [9]

Fig. 2 The architecture design for the adaptive cyanosis baby manikin

The first phase of the system follows an approach based on baby images’ color
corrected values from [10] and [11]. Moreover, in this phase, the environment light
and the room’s lighting condition will be sensed by the Light Dependence Resistors
(LDRs), and light adaptation will occur. The collected data will be sent to the next
phase. The second phase consists of the interpolation of the input data coming from
Phase 1. The correction factor of 0.0001 is applied to ensure the natural appearance
of the baby manikin. In the last phase of the system, Phase 3, the interpolated data
integration was sent to the Philips Hue Application Programming Interface (API)
and Philips Hue Software Development Kits (SDK) through the Processing platform.
The cyanosis simulated baby’s head with correct colouration and correct timing is
demonstrated both in 3D printed baby’s head and in the Processing visualization.
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3 Prototype of Cyanosis Baby Manikin

Initially, the baby manikin will show the colouration change from cyanosis colour to
non-cyanosis colour. The colour changing can be perceived in the 3D printed baby’s
head, as depicted in Fig. 3. Figure 3a is a real prototype of the baby under a blanket
and a snuggle. We utilized the same 3D printed baby’s head in [11] with the same
size, dimension, and types of material used. Figure 3b illustrates the baby manikin’s
full formation under a blanket and a snuggle. The Arduino with the embedded
Light Dependent Resistors (LDRs) and resistors were hidden under the blanket.
Two small holes were made to give room for the two LDRs to detect and measure
the environment’s light.

3.1 Interconnections

Theworks in this paper utilized the use of off-the-shelf components (Arduino, LDRs,
and resistors) and the open APIs of Philips Hue bulbs, which is based on the Internet
of Things (IoT) [12]. In connecting the hardware components, two interconnections
are considered. The two interconnections are shown in Fig. 4.

In the first interconnection, the Philips Hue bulb connects wirelessly to the Hue
bridge. The Bridge needs to be plugged into the router via Ethernet cable and works
as a central controller to accept commands from the user’s app or use the HTTP
commands to communicate to the bulb. Upon the proper authorizations, users can
wirelessly control the colour changing bulb and visualize the data acquired on any
IoT platform.

In the second interconnection, the Arduino board is connected to the laptop with
installed Arduino IDE using a USB cable. The LDRs embedded on the Arduino

(a) Real baby prototype (b) Illustration of the front-view of the 
adaptive baby manikin

Fig. 3 The real baby prototype and the illustration of the cyanosis baby manikin
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Fig. 4 The interconnections of architecture design for the adaptive cyanosis baby manikin control
system

board senses andmeasure the lux input from the environment. TheArduino program-
ming language (C++) was used to program a microcontroller on the board using the
Arduino development environment. Arduino and Processing are frequently used in
combination. The black circle with the stencil font ‘P’ and the number ‘3’ in the
laptop in Fig. 4 represents the Processing software version 3.0 [13]. Processing is
an open-source language or a development tool for writing programs on computers.
It is suitable for artists and designers for example, students in the industrial design
[14] as it provides visual and computer graphics [15]. Researchers in the Industrial
Design Department, Eindhoven University of Technology, developed a mini-tool
using Processing for tessellations. They interactively manipulated edges of the basic
figure using one of the variations of spline theory [16]. Previously, they succeeded
in creating the tessellations of vector graphics representations to apply in creative
programming and laser cutting [17]. Both Arduino and Processing programs can
‘talk’ or communicate with each other by using the Arduino library for Processing
as below.

In Processing, below codes needed for Processing to select the serial port used by
Arduino:

import processing.serial.*;

and to find the correct port in the array, below’s code is running in Processing.

myport = new Serial(this, Serial.list[1], 9600);
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3.2 Components of the Adaptive Cyanosis Baby Manikin
Simulator

The baby manikin with a cyanosis control system proposed in this work comprises
the Philip Hue bulb, Philip Hue Bridge, Light Dependent Resistor (LDR) for data
acquisition, and Arduino microcontroller. The respective components are described
in details below:

Arduino Uno Board The Arduino is a well-known platform to construct and
programming electronics. It comprises a hardware part called Arduino Uno circuit
board and a software part called Arduino IDE (Integrated Development Environ-
ment) [18] with simplified C++ to program the board. Arduino is an open-source
platform [19] used for constructing and programming electronics.

Light Dependent Resistance (LDR) LDRs are frequently used in physics lessons in
various schools as they are cheap and easy to operate [20]. LDR sensor measures the
light intensity falling over the sensor. The Arduino microcontroller employs these
sensors by indirectly calculating and storing the collected data through the Arduino’s
I/O serial monitor. This paper promotes the multitasking of LDRs and Arduino in
measuring and adapting the environment’s lighting condition or can be simplified
as an Arduino-based lux meter. This study’s circuit operation is based on the LDR
circuit in [17], as illustrates in Fig. 5.

The LDR system consists of two voltage dividers with one LDR each, but with
different resistors. Pin A here is referring to the analog pin value, in the range of
0–1023. First LDR, LDR0 is connected to the 22 [k�] resistor at pin A0 of the
Arduino board. While the second LDR, LDR1 is connected to the 2.2 [k�] resistor

Fig. 5 Circuit diagram of the adaptive cyanosis baby manikin control system
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at pin A1. The 5 [V] input voltage is supplied to the circuit. Then, it is divided into
both pins with the resistors connect to the ground. Therefore, we can calculate the
resistance-values for each pin as follows:

At pin A0, VA0 is the voltage divider with 22 [k�]. So,

VA0 = (RLDR0 × 5[V])

1023
× 22 [k�] (1)

Similarly, at pin A1, we find:

VA1 = (RLDR1 × 5[V])

1023
× 2.2 [k�] (2)

As for the Arduino code for lux reading by the LDRs at pin A0 and A1, the
analog Read() are employed as follows:

LDRValue1 = analogRead (LDRpinA0) ;
LDRValue2 = analogRead (LDRpinA1) ;

Philips Hue Kit

Philips Hue bulb. Previously, the colour change actuator based on Philips Hue Kit
(Bridge and bulb) was introduced and applied to our cyanosis baby manikin in [11].
The colour changing of the Philips bulb in this study was controlled remotely via
an app in a mobile smart device or through a Philips developer web browser [12].
This study extends the use of the Internet of Things (IoT) device, the Philip Hue
intelligent lighting system, which will bridge our cyanosis baby manikin’s physical
and virtual worlds. Figure 6 depicts the Philips Hue kit employed in this study. The
box contains three bulbs and a bridge. However, in this study, we only used one of

Fig. 6 Left: the inside of Philips Hue LED bulb. Right: the bulb’s cover is removed from the bulb
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the bulbs and removed the bulb’s cover as in Fig. 6 (Right) and the inside of the bulb
is as in Fig. 6 (Left).

Philips Hue SDKs. In [11], we controlled and illuminated the Philips Hue bulb by
manually following the steps described in the Philips Developer website. However, in
this study, we develop an automated connection between the bulb and the Processing
software to design a colour-changing cyanosis actuator for cyanosis recognition
training in the near future. The Philips Hue bulb now is controlled by code, not
manually.

The below codes are the example of the coupling of Processing codes and the
HTTP protocol. The Bridge offers the set of APIs in brackets. These allow users to
control lights’ setting. These APIs are accessible only from the same local networks.
The string light here refers to the specific light used in the system.

String apiKey = "WCVbwc2fz7c3AbuyRmB7IXfLC4B9xJQTSKpZo-zU" ;
// change according to your API key
String light = " 6 " ; // change according to your Hue Light
String ip = " 192.168.1.112 " ; // change according to your IP address

3.3 Software and System Development

The goal of the Processing software is to bring the simulator to life. It will make
the manikin behave like a real baby, which recovers from cyanosis to non-cyanosis
in 3 min (other scenarios can be played as well. Here, we choose 3 min). Figure 7
indicates the full overview of the software architecture of the system. In Fig. 7, we
see two plots to show that the baby travels in x, y space, and at the same time, the Y
value increases from t = 0 to t = 180 s.

Fig. 7 The software architecture design for the adaptive cyanosis baby manikin control system
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Fig. 8 A baby manikin in the baby’s snuggle placed on the table with cyanosis observation light

Referring to Fig. 8, in Phase 1, we take the colour data of baby one ([11]) as a
reference, taking the initial colour and the final colour of that baby. In Processing,
the initial values of Y, x, y and H, S, V are denoted as startY, startx, starty, and
startH, startS, startV, respectively. For the final colour values, we represented them
as targetY, targetx, targety, and targetH, targetS, targetV, respectively.

float startY = 7.61;
float startH = 15.84;
float startx = 0.4214;
float startS = 49.14;
float starty = 0.3617;
float startV = 41.63;
float targetY = 23.26;
float targetH = 16.75;
float targetx = 0.4599;
float targetS = 58.0;
float targety = 0.3702;
float targetV = 75.2;

Processing needs to provide a timer value which runs from 0 to 180. Next, to
convert the timer into an interpolation factor, which runs from 0 to 1, we employ the
linear interpolation, called lerp. The interpolation factor here is called amt, for the
amount.

counter++;
float time = float (counter) / frameRate ;
float amt = time / 180.0;
if (amt >1)
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amt = 1;

Then we interpolate linearly. To do the interpolation in colour space, we apply
lerp to each of the colour coordinates separately.

float hue = lerp (starthue, targethue, amt);
float sat = lerp (startsat, targetsat, amt);

The brightness is more complicated because we apply interpolation and multiply
with the brightness obtained from the LDRs. We use a correction factor, which is
determined experimentally in the lab, to make the brightness appear natural (note
that Y coordinate of colour is scaled from 0 to 100, not coupled to Lux values).

float LogLux = (LogLux1 + LogLux2) /2.0;
float lux = pow(10, LogLux ) ;
final float correctionfactor = 0.0001;
float bri = lerp(startbri, targetbri, amt) ;

Finally, the values have to be sent to the Hue by writing a small Java interface to
help us work with the HUE. The coupling of Processing and the HTTP protocol was
tricky, by encoding and decoding JSON (JavaScript Object Notation) using Java. We
acknowledge the help of Peter Peters and Henk Apeldoorn. The code for using the
HTTP is given next:

PostRequest post = new PostRequest (" http: //"+ip+"/api/"+ apiKey
+"/lights/" + light + "/state") ;
post.method( "PUT" ) ;
post.addJson ("{\ "on " : true} ") ;
post.send ( );

Lastly, we send the JSON to Philips Hue coding:

public void addJson ( String json ) {
addHeader (HttpHeaders.CONTENT_TYPE, " application /json" ) ;
this. json = json ;

4 The Actuation

To see the system works, both in colour change actuation in a 3D printed baby’s
head and a Processing graphic visualization, the experimental booth is set up at the
Department of Industrial Design, Eindhoven University of Technology (TU/e), The
Netherlands. Figure 4 shows a baby manikin in the baby’s snuggle placed on the
table where the cyanosis observation light is installed.

The working place is in an open space with natural light coming from the
open windows. The same setting was established in the Faculty of Electronics and
Computer Engineering, Universiti Teknikal Malaysia Melaka, Malaysia. The hard-
waremust be corrected individually due to factors like the different layout of blankets
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Fig. 9 Colour changing actuator visualized in processing

and theLDRs.As depicted in Fig. 5, for a screen baby, the visualization can be noticed
by the graphic on the operator’s laptop in the Processing platform.

The leftmost of Fig. 5 represents the initial colouration of the screen baby or
known as cyanosis, and after 180 s or within three minutes, it will be transformed
to right most of Fig. 5. The time range is set to 3 min to imitate the colour changing
time from cyanosis to non-cyanosis [11, 21]. Upon clicking any keyboard or reset
key, the baby on the screen will switch back to the original colour.

The baby model in Fig. 9 is inspired from the Digital craftsmanship course taught
in the Industrial Design Department, in TU/e. By using Processing andmathematical
concepts (Catmull-Rom splines), I acknowledge Prof. Loe Feijs in generating a
baby’s head patterns based on the codes below:

void babyEllipse ( float xc, float yc, float dx, float dy) {
float scale = 0.004* (dx + dy ) ;
int offsetx = -115;
int offsety = -25;
pushStyle ( );
smooth ( );
stroke (0) ; / / black contour
strokeWeight (scale * 25) ;
beginShape ( ) ;
curveVertex ( xc + (-82+ offsetx ) * scale , yc + (30+ offsety)*
scale) ;
curveVertex ( xc + (-82+ offsetx ) * scale , yc + (30+ offsety)*
scale) ;
curveVertex ( xc + (-86+ offsetx ) * scale , yc + (21+ offsety)*
scale) ;
. .
. .
endShape ( ) ;
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5 Conclusion

This study shows the implementation of IoT-based cyanosis colouration in a 3D
printed baby’s head using the Philips Hue bulb and Processing software. The inte-
gration of several approaches to this study is promising. For example, the technical
setup using the LDRs integrated into the adaptive cyanosis system monitored the lux
values of the room’s lighting condition and exhibited it on the 3Dprinted baby’s head.
Simultaneously, the changing of cyanosis colouration can be seen in the trainer’s
laptop.

Moreover, the idea of implementing various data from several previous studies
seemed to function too. In particular, we utilized the colour values from cyanosis
baby images, measured the colour values from the 3D printer cyanosis baby’s head
colouration (by the Philips Hue). Finally, in this study, we adopt a correction factor
to compensate for the additional colour mixing.

A small user study was carried out among test subjects (with a technical back-
ground) in the Industrial Design Department lab in TU/e. From the participants’
subjective experiences, it has been figured out that the overall cyanosis colouration
observed from the 3D printed baby’s head is not realistic enough. The distinct colour
differences are challenging to recognize.

Looking back, we have been focusing on absolute colour, but in this study, the
users seemed not to notice that. This relates to another imperfection of the present
design, which is, we only have one colour (no separated lips). Perhaps the small
colour differences would be visible as a face-lips contrast, but now they are hard to
see as an absolute value. As an option for future work, it would be interesting to have
a setup with two Philips Hue lamps (requiring further miniaturization).
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Investigation on Ergonomics Risk Factors
at an Electronic Component Company

Nur Yasmin Suhaimi and Ahmad Nasser Mohd Rose

Abstract This study was conducted at a selected production line in an electronic
company. Most of the processes were performed manually by the workers. Hence,
they were exposed to risk factors of musculoskeletal disorders (MSDs) like repetitive
motion and awkward postures while sitting for a long time while doing the job. The
purpose of this study is to identify risk level related MSDs at each of the processes.
This study used Body Discomfort Survey (BDS) and Rapid Upper Limb Assessment
(RULA) for investigation. The assessment was analysed based on the actual working
posture at each of the processes. Besides that, the evaluation also used recorded video
and photos as secondary assessment. The preliminary result shows that winding and
stripping (flat wire) scored at medium risk, needing further investigation and change
soon. Similarly, BDS results show both processes winding and stripping were felt
most discomfort by the workers. Then, existing process was simulated by using
DELMIA software for analysing the suggestion option of human body postures. The
analysis controlled the angular movement of the body parts and allowed the manikin
to bend at a minimum angle of their body. These alternatives were able to reduce
the final RULA score into an acceptable score. The outcome of this evaluation has
given a message to the management to conduct further research for correct working
posture.

Keywords MSDs · Body discomfort survey · Delmia simulation software

1 Introduction

Based on Malaysia’s Social Security Organizations (SOCSO) report, the number of
occupational diseases has increased from 194 cases in 2005 to 3002 cases in 2014.
Similarly, musculoskeletal disorders (MSDs) was recorded 10 cases in 2005 has
increased to 675 in 2014 [1]. Thus, the productivity and profitability will be affected
due to high absenteeism from unhealthy worker who took medical or sick leaves.
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Besides, the National Institute of Occupational Safety and Health (NIOSH)
defined ergonomics as the science or art of fitting workplace conditions and job
demands to theworkers’ capabilities.Any companydid not followergonomics princi-
plesmight leads to inefficiency andmusculoskeletal disorders (MSDs) to theworkers
[2]. Therefore, this study aims to determine the risk level of MSDs and suggest some
improvement of the workers’ body postures in the electronic component company.

The selected company produces various electronic components models for auto-
motive industry. However, most of the processes in the production line are oper-
ated manually by the workers. Thus, they are exposed to have MSDs risk factors
such as repetitive motion, sitting for a long time while working, awkward postures,
and forceful exertion. Although the company has Environmental, Health and Safety
department that strives to improve workers’ safety and health, ergonomics issues like
MSDs are inevitable in the manual production line. The symptoms of MSDs occur
when the worker felt discomfort and pain in the body parts [2]. The ergonomics
approach is to ensure the workers are comfortable with the tasks, safe, healthy and
conducive to perform work. Apart from that, the organisation needs understand the
workers behaviour on potential risk at their workplace and able to make improve-
ment for better performance. As the goals of ergonomic are to reduce risk, increase
productivity and satisfaction level of workers.

2 Literature

Ergonomics is the process of designing a product or workplace according to the
suitability of the human body. The easiness and comfortability of using a product
or a tool could increase productivity and reduce injuries while working. Most of the
companies are still applying manual material handling at their workplace. Based on
an ergonomics point of view, manual material handling could cause spinal injuries.
All manual handling using force when lifting, pressing and pushing parts or tools.
Most manual handling involves handling heavy objects, forceful arm and shoulder
exertions, extensive bending and working in awkward postures [3]. The repetitive
job on the same process will cause MSDs. MSDs are injuries or pain in the human
musculoskeletal system including the joints, ligaments, muscles, nerves, tendons,
neck and back. It is caused by unexpected or continual exposure to repetitive motion,
force exertion, vibration and awkward postures. MSDs are widespread throughout
the world and are the second most common cause of disability in work-setting. The
continuous MSD could influence to the reduction of productivity [4]. Therefore, all
companies have to ensure their workers are in good health in order to perform at
optimum productivity. A few of past studies were studied on the effects of poor
ergonomic to company performance. The awkward posture by bending has caused
low productivity in one of the food companies due to the workers are a frequent
stop for stretching [5]. Any abnormal movement could cause pain in the nerves and
muscles [6]. There were many attempts done by researchers and ergonomists to
reduce the level of discomfort, musculoskeletal disorder risk level and optimize the



Investigation on Ergonomics Risk Factors at an Electronic … 543

productivity during the past years by using ergonomic approach [5, 7]. Body discom-
fort survey (BDS) and Rapid Upper Limb Assessment Method (RULA) can be used
for evaluation of body discomfort and risk level of working postures. BDS examines
how often the workers experienced discomfort or pain, how uncomfortable they are
and lastly is how much it interferes with the workers’ ability to work [8]. Then, the
musculoskeletal disorder impact score is calculated by the survey’s scoring guide-
lines to determine the level of discomfort felt byworkers [2]. However, RULA is used
to assess the working posture, repetitive motion and force exertion on the muscu-
loskeletal system. It was sensitive towards the upper limb body parts and suitable for
sedentaryworks [9]. TheRULAworksheet’s scoring systemgenerates an action level,
which indicates the urgencyof an indication required to reduce the risk ofMSDsexpe-
rienced by the workers [10]. At the same time, digital humanmodelling is considered
an effective tool for analysis compared to the manual method. Therefore, it is easier
to analyse the worker performance and safety condition through 3D virtual model
[11] carried a simulation for the man–machine operation of the cylinder production
plant usingDelmia software to evaluate the ergonomics analysis. The study improved
the unreasonable area for the improvement of ergonomics to reduce the risk level
of work-related musculoskeletal disorders and eventually improve production effi-
ciency. Digital Enterprise Lean Manufacturing Interactive Application (DELMIA)
provides tools to connect computer modelling and simulation with the real world of
operations. In DELMIA, the author performed ergonomics design and analysis with
human builder, human measurement editor and human activity analysis.

3 Methodology

This study was conducted in one of the electronics companies in Pekan, Pahang. This
company produces a various model of electronic parts such as inductors, magnet
systems and transformers. Each model had almost the same processes as winding,
looping, tinning, coating, stripping and testing. The study focused on winding, strip-
ping (flat wire), and the looping process recommended by the Safety Manager. It
was due to high injuries at these processes compared to others. All observations on
workers at these processes were recorded for evaluation. It was noticed that workers
were exposed to repetitive works, awkward postures, and prolonged sitting while
working. Apart from that, the interviews were also conducted to the Safety manager
and six workers from winding, stripping and looping. The workers were also asked
to fill up the survey form as to know the level of body discomfort while working. This
form was adapted from Cornell. Then, the last analysis used RULA to measure the
risk assessment on themusculoskeletal within upper limbs and neck. This assessment
is considered easy and quick to use for everybody [10].

The observations were done by observing workers’ behaviour and body position.
It was noticed that workers were exposed to repetitive works, awkward postures,
and prolonged sitting while working. Next, from the interview with the Head of EHS
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department, it was reported that some injuries occurred in the winding, stripping (flat
wire) and looping process. The summary of the injuries is shown in Table 1.

Besides, some photos (as shown in Figs. 1, 2 and 3) and video recordings of the
workers doing their manual jobs were taken during winding, stripping (flat wire)
and looping processes. This is important to understand how the workers perform the
tasks and easy to analyse the body postures later on.

A set of questionnaires based on modified Body Discomfort Survey [3] was used
for quantitative analysis. It was distributed to the respective workers to acquire the
MSDs risk factor identification. Prior to answering the question, the respondents
were explained clearly on the study’s purpose and risk assessment. There were six
respondents for each winding, stripping (flat wire) and looping process. The ques-
tionnaire contents consist of demography data and body evaluation on ten points
i.e. neck, shoulder, upper back, lower back, upper arm, forearm, wrist, hip, knee,
and lower leg. MSD Impact Score can be obtained from this survey by counting
the number of symptoms and summing the rating values for each person. Table 2
is weighting scores for identification of the highest problem. Then, the total MSD
Impact Score was calculated by using formula;

Table 1 Summary of injuries Process Types of injuries Frequency

Winding Musculoskeletal Disorders
(MSD)

3

Stripping (flat wire) Musculoskeletal Disorders
(MSD)

1

Looping Carpal Tunnel Syndrome
(CTS)

1

Fig. 1 Winding
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Fig. 2 Stripping

Fig. 3 Looping

Table 2 Weighting scores Frequency
weighting score

Severity weighting
score

Productivity
weighting score

1–2 times/week =
1.5
3–4 times/week =
3.5
Every day = 5
Several times every
day = 10

Slightly
uncomfortable = 1
Moderate
uncomfortable = 2
Very uncomfortable
= 3

Slightly interfere
= 2
Substantially
interfere = 3
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Table 3 RULA action level Score Risk level of MSD

1–2 Negligible risk, no action required

3–4 Low risk, change may be needed

5–6 Medium risk, further investigation, change soon

6+ Very high risk, implement change now

Total MSD Impact Score= Total weighted frequency× Total Weighted Severity
× Total Weighted Productivity [2].

RULA is performed by using a single worksheet. It consists of two sections—A
(arm and wrist analysis) and B (neck, trunk and leg analysis). There is a posture
scoring scale for each body parts and some additional adjustments that should be
considered when the evaluation is made. After that, all the scores are calculated and
used to compile the risk factor variables, producing a final RULA score representing
the risk level of MSDs as shown in Table 3.

Then the suggestion for improvement was performed and analysed by using
Delmia software. The outcomes of the Delmia result were presented to this company
for their consideration on the improvement.

4 Results and Discussion

Based on body discomfort survey, it was discovered that the most discomfort process
is winding with MSD impact scores (13,115.5), followed by stripping flat wire
process (11,457.67) and looping process (3711.92). The highest score shows the
process is highly uncomfortable compared with lower scores. As shown in Table 4,
each process had six workers who answered the survey. P1–P18 represented workers.
However, age and working experience factors did not affect the MSDs impact scores
for all processes. Furthermore, according to the mean MSDs impact scores, we can
conclude that most of the workers felt discomfort at the winding process (13,115.5),
followed by stripping flat wire process (11,457.67) and looping process (3711.92).

Table 5 shows the results of final RULA scores. From the assessments, both
winding and stripping (flat wire) processes have the same score of five, indicating
the worker works at a medium risk towards MSD and changing body posture is
needed. Similarly, both processes had the highest score for the upper arm position. It
is believed that, this discomfortness was mainly involving inadequate postures and
repetitive handling with high force. Meanwhile, the final RULA score in the looping
process had a score of four which indicates the worker works at a low risk towards
MSD and changing of body posture may be needed. Also, for this process, the upper
arm and wrist position had the highest score, followed by the other body parts.

DELMIA software is used to evaluate suggestion for body posture improvement.
The analysis will allow the worker or manikin to bend at a minimum angle of their
body to be fit with the task, along with the correct way of sitting and adjusted height
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Table 4 Result of body discomfort survey

Person Process Age Experiences MSD impact Mean MSD impact

P1 Winding 44 9 years 45,066 13,115.5

P2 Winding 20 11 months 14,091

P3 Winding 19 5 months 9072

P4 Winding 22 4 years 7722

P5 Winding 24 1 year 2322

P6 Winding 25 1 year 420

P7 Stripping 20 1 year 41,800 11,457.67

P8 Stripping 22 1 year 13,230

P9 Stripping 26 2 years 8550

P10 Stripping 35 15 years 4620

P11 Stripping 28 2 months 539

P12 Stripping 32 2 years 7

P13 Looping 22 3 years 12,960 3711.92

P14 Looping 19 4 months 7104

P15 Looping 55 28 years 740

P16 Looping 41 20 years 577.5

P17 Looping 35 18 years 530

P18 Looping 39 15 years 360

Table 5 Result of RULA
worksheet

Process/body parts Winding Stripping (flat wire) Looping

Upper arm 4 5 3

Forearm 2 2 2

Wrist 1 1 3

Wrist twist 1 1 1

Posture A 4 5 4

Muscle 2 1 1

Force/load 0 0 0

Wrist and arm 5 6 5

Neck 3 2 2

Trunk 2 2 2

Leg 1 1 1

Posture B 3 2 2

Neck, trunk and leg 4 3 3

Final score 5 5 4
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of workstation. All of these actions will make the worker more comfortable while
doing their manual work and reduce the risk level of MSD and improve the worker’s
work performance. Innitially, the workers complaining that the sitting position is
uncomfortable due to unproper seatback.

As shown in Fig. 4, the winding process’s final RULA score reduced from five
to two after improvement simulated in DELMIA software. This score indicates an
acceptable and safe body posture for the worker. Apart from changing the angle for
body parts, the intermittent posture and the arm were analysed with arm support.
The implementation of armrest is subject to top management approval due to it is
involved with safety and productivity.

Similarly, as shown in Fig. 5, the final RULA score in the stripping (flat wire)
process also lowered from five to two after improvement in the analysis of DELMIA
software. Thus, the score indicates that the worker’s body posture is acceptable
and could reduce the risk level of MSD. Also, the company could implement some
changes to satisfy the scores in DELMIA software. For instance, they could provide
arms support for the worker to restrict or limit the arm’s angular movement. Besides,
the company could change or redesign the stripping machine’s crank handle to avoid
excessive reaching and awkward posture.

Furthermore, as shown in Fig. 6, theRULA score after improvement in the looping
process also reduced from four to two, indicating that the body posture is acceptable.
Besides, to satisfy the scores in DELMIA, the company could change or redesign
the workstation to suit the worker’s height. This action could prevent the worker
from straining the neck and allow the worker to work comfortably. Also, they could
provide arms support so that the worker could limit the angular movement while
doing the task and reduce the risk of MSD.

Fig. 4 Winding after improvement
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Fig. 5 Stripping flat wire after improvement

Fig. 6 Looping after improvement

5 Conclusion

The analysis shows that twoprocesseswere categorised atmedium risk. It is subjected
to the potential of MSD. These awkward postures could affect productivity because
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the worker had to stop for a while and stretch the body. Both evaluations i.e. body
discomfort andRULAshows these twoprocesseswere at risk.Therefore, themanager
in this company has to think provided solution through this study. Among the sugges-
tion are improve body posture by ensuring the worker bend with a small angle while
do a winding process and also provide arm rest as to restrict the angular move-
ment. As long-term improvement, the company need redesign the workstation to
suit the height of the worker. This action could prevent the worker from straining
the neck and allow the worker to work comfortably. In addition, the company also
needs to consider redesigning the crank handle of the stripping machine to avoid
excessive reaching and awkward posture while working. It is believed that, these
improvements could increase the worker productivity. The body simulation based on
suggested improvement could reduce RULA score assessment from 5 to 2. There-
fore, it is good if this company could consider these improvements for the betterment
of their process.
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A Review on Ergonomic Assessment Tool
at Small and Medium Enterprise (SME)
Industries

Zayyinul Hayati Zen , Mirta Widia , and Ezrin Hani Sukadarin

Abstract An ergonomic assessment is a foundation for designing a comfortable
workplace, which is safer and healthier with less injuries, optimized well-being, and
improved overall workplace performance. Previous studies showed that most of the
ergonomic assessment tools assess physical risk factors related to Musculoskeletal
Disorder (MSD). It is interesting to investigate other ergonomic risk factors that
are important to include in an ergonomic assessment tool that is related to workers’
productivity inSME industries. This study set out to review the ergonomic assessment
tools that have been widely used in Small andMedium (SME) Industries. To achieve
the study objective, the review was conducted by searching the Google Scholar
and Science Direct database. About 83 articles were identified in the first process.
However, only 25 articles are included in this study after the screening process. The
review found that there is lacking assessment on other ergonomic risk factors, such
as psychosocial and cognitive risk factors that would also contribute to workers’
productivity. Many ergonomic assessment tools that have been used in Small and
Medium (SME) Industries only focused on assessing the physical risk factors that
affect MSD. The knowledge and understanding of various ergonomic assessment
tools will help the researchers plan the next step to improve the tool that will assess
the significant ergonomic risk factors that affect worker’s productivity. It might help
to establish a common set of ergonomic assessment tools that are more effective,
efficient, and user-friendly.
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1 Introduction

Recently, Malaysia’s economic development comes mostly from Small andMedium
Enterprises (SMEs). Microenterprises also included a significant contribution to
Malaysia’s economic transformation process. It seems that SMEs have an important
role in job creation and the growth of income in the country (National SMEDevelop-
ment Council 2012). Data showed that 38.3% of the GDP have been contributed by
Malaysia’s SME sector that provides in creating a job for the large number of people
(over seven million people). The government has regulated a system to ensure the
sustainability of SMEs by establishing an ecosystem that simplifies the link to public
and private societies [1]

SMECorp.Malaysia has been conducting surveys on SMEs to gauge their perfor-
mance as well as to identify the issues and challenges faced. The feedback gathered
through these surveys serve as a useful reference for policy formulation and the devel-
opment of capacity building programs for SMEs. The recent strategies will develop
on existing initiatives to reinforce SMEs by increasing the level of productivity of
SMEs [1]. Consideration of the ergonomic aspects may be a solution to increase
productivity in the SME industry.

Ergonomics is described as creating products, facilities of work, and workplaces
to improve the performance, safety, and health of workers [2]. Some of the main
benefits of ergonomics include safer jobs and fewer injuries, better productivity
and efficiency, and improved quality. The aspect of a particular job that imposes
effects on the worker is considered as ergonomic risk factors. The most common
ergonomic risks are repetition, awkward body posture, cold/hot temperature, contact
stress, illumination, force, static postures, and vibration [3]. All types of industries,
from small to big scale industries and household businesses, need a very ergonomic
workplace. It is found to be as a vital importance to improve the productivity of
industries [4].

An ergonomic risk factor is known as any characteristic and attribute or exposure
that contribute to musculoskeletal disorders. Mostly, the increased risk of disorders
happen when two or more risk factors come out at one time [5]. Previous studies have
shown that the principal causes of worker’s MSDs are the condition of work, as well
as the high physical demands with activities, such as lifting heavy loads, repetitive
motion, and awkward postures (e.g., activities of bending, twisting, kneeling, and
activities using the arms above shoulder). Various tools are used for analyzing the
MSD risk factors.

In the subsequent section, risk and risk factors are two common concepts used in
applied ergonomic literature and work safety. Several statements showed that risk is
the number of accidents that delivered an exposure. The risk of a worker’s accident
can be shown as the lowest probability but with high effect, such asmultiple fatalities.
It also appears to have higher probability; however, with less effect. An example is
a worker slipping or tripping in the workplace [6].

Ergonomic Risk Assessment is defined as a systematic scheme that is used as an
objective approach to identify, assess, and control ergonomic risk factors linked by
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work roles and actions in the workplace. The purpose of conducting an ergonomic
risk assessment is to identify ergonomic risk factors that may cause injury to workers,
assign possibilities that may result from the effect of the ergonomic risk factors and
suggest the right action control for decreasing the risk [7].

The assessment depends on the types of ergonomic risk factors identified. The
exposure duration of each work posture may differ depending on the professional
judgment of the trained person. There are several ergonomic assessment tools which
was proven by previous studies that could be used to identify, assess, and evaluate the
risk factors. Most of the ergonomic risk assessment tools that have been developed
were assessments on the physical risk factors related to Musculoskeletal Disorder
(MSD). Hence, this study set out to review current ergonomic assessment tools and
to investigate other ergonomic risk factors that are important to be included in an
ergonomic assessment tool that is related to workers’ productivity in the Small and
Medium (SME) Industries.

2 Method

2.1 Literature Selection

The first step is literature selection. This study used an electronic database for the
selection of literature. The database included Google Scholar, Science Direct, and
Scopus. The searches were materials collected from 2015 to 2020. The process used
a set of terms related to ergonomic assessment tools in Small and Medium (SME)
Industries using “AND” and “OR”. The terms that were chosen were risk factors,
risk system, risk assessment tools, risk assessment method, ergonomic assessment,
ergonomic method, and ergonomic assessment tools in SMEs. In addition, there was
also selection of “related articles” of the main reference. There were 83 journals,
articles, and review reports characterized by the title, abstract, and the relevant articles
to ergonomic risk factors.

2.2 Evaluation Criteria Development

The evaluation criteria used for these review methods are based on the exposure to
ergonomic risk factors (awkward posture, forceful and sustained exertions, repetitive
motion, static and sustained posture, vibration, contact stress, and environmental),
the objectives and the methods used in Small and Medium (SME) Industries.
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2.3 Evaluation Process

The evaluation process compared the current tools from previous case studies related
to ergonomic risk assessment tools in Small and Medium (SME) Industries. The
objective of the evaluation process was to identify the advantages and limitations of
the tools that have been widely used.

3 Result

Table 1 shows the distribution of risk factors in Small and Medium (SME) Industries
in the previous paper. Seven risk factors have been included in the analysis. The
risk factors are awkward posture (AW), force (F), repetitive (R), static and sustained
posture (SP), vibration (V), contact stress (C), and environmental (E). Among the
fourteen studies, contact stress was only found in two studies as the risk factor. The
first round of studies revealed that the risk factors found are awkward posture, repeti-
tive, static and sustained posture, and vibration [7]. The second round of studies found
awkward posture, force, repetitive, and environmental risk factors in workstations
[8].

Ergonomic risk assessment methods are crucial to specify the risk factors and
evaluate the risk level of ergonomics that exist for workers/workstations. Table 2
shows the Ergonomic Risk Assessment Method in Small and Medium (SME) Indus-
tries. Most of the previous papers assessed workers/workstations. There are 3 types
of methods: Questionnaire Method, Observational Method, and Digital Method. The
Questionnaire method has many tools, usually using the checklist form, such as the
Cornell Musculoskeletal Discomfort Questionnaire (CMDQ) [20], Standard Nordic
Questionnaire (SNQ) [21], and others.

The Observational Method usually use a worksheet, such as the Ergonomic Risk
Assessment (ERA) [5], Rapid Upper Limb Assessment (RULA) [19], Rapid Entire
Body Assessment (REBA) [14, 22], The Ovako Working Posture Analysing System
(OWAS) [9, 23], Quick Exposure Check (QEC) [7, 24], Workplace Ergonomic Risk
Assessment (WERA) [4, 9, 25], Occupational repetitive action index (OCRA) [26],
and Hazard Identification, Risk Analysis and Risk Control (HIRARC) worksheet
[10]. The digital method which is the developed tool from both the methods above
is usually built as a digital application/software.

Some studies found that in Malaysia the Ergonomic Risk Assessment (ERA) is
used as a tool to solve problems [7, 17]. This assessment follows the Guidelines
on Ergonomic Risk Assessment at Workplace, 2017 by the Department of Occu-
pational Safety and Health. Other ergonomic risk assessment tools mostly used in
SME industries are RULA and REBA. Both RULA and REBA tools were used
for assessing the risk of workers. One of the studies measured the ergonomic risk
factors for WMSDs among adult male manual meat cutters working in Jabalpur,
India [19]. Several studies have developed some tools in the observational method
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Table 2 Previous studies on ergonomic risk factor in small and medium (SME) industries

Tool Author Method Risk factor Object

RULA [19] Observational method F, R, SP Workers

REBA [14, 22] Observational method F, R, SP Workers

ERA [5] Observational method AW, R, SP, V Workers

QEC [7, 24] Observational method AW, R, SP, V Workers

OWAS [9, 23] Observational method F, R, SP, V, C Workstation

WERA [4, 9, 25] Observational method E Workstation

HIRARC [10] Questionnaires method E Workstation

SEAT [15] Digital method AW, F, R, SP Workers

OCRA [26] Observational method R, SP Workers

aAwkward Posture (AW ), Force (F), Repetitive (R), Static and Sustained Posture (SP), Vibration
(V ), Contact Stress (C), Environmental (E)

(RULA and REBA) connected to software, such as CATIA [11, 13]. Meanwhile, the
digital method still develops, e.g., Self-report Ergonomic Assessment Tool (SEAT).
SEAT was developed for risk assessment using the design of software interaction
and facilitate risk mitigation [15]. Each ergonomic risk assessment tool has its usage
and it is better to use these methods together to complement each other.

4 Conclusion

In conclusion, these studies show that there are various methods and devices applied
in an ergonomic assessment. The review has demonstrated the excess and lack of the
methods and deviceswhichwill be beneficial as a recommendation for a newpolicy at
the workplace. It was observed that many ergonomic assessment tools that have been
used in the Small and Medium (SME) Industries were mostly focused on assessing
the physical risk factors that affect MSD. We also know of other ergonomic risk
factors, such as vibration and contact stress. It might give an effect on the workers’
productivity. A digital assessment tool is worth developing for the future as there are
more and more workplaces.
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A Short Review on Heat Stress and Heat
Strain in Construction Industry: The
Effect on Worker Performance,
Associated Health Effect, It’s
Measurement and Control Mechanism
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Abstract Prolonged exposure to hot and humid environments increases the proba-
bility of heat load that may cause harm to an individual. It is estimated that 35% of
individuals working in heat stress condition experience occupational heat strain and
30% experience productivity loss. Worker’s start to experience heat stress whenWeb
Bulb Globe Temperature (WBGT) is over 22 °C for intense work and WBGT over
25 °C for non-intense work. Furthermore, working at a temperature above 32.2 °C
in a hot-humid environment and 33 °C in a hot-dry climate have shown to have an
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impact on workers mental performance. This include reduce in workers speed of
response, reasoning ability, visual perception, associative learning, and mental alert-
ness. Therefore, objective of this study is to identify heat stress and strain control
mechanism that have been developed in order tomaintain constructionworkers safety
andhealth. The reviewwasdoneby analyzingpast journal and article relatedwith heat
stress control mechanism for construction workers. Preventive safeguard measures
from heat stress includes providing drinking water or sports drinks, rescheduling
non-essential work, work break cycles and providing shades. Furthermore, Middle
East countries implement regulation that ban working from 12 noon to 3 p.m. In
addition, employer need to be proactive by monitoring worker condition on site and
promote ‘drink water’ culture. In conclusion, there are numerous heat stress control
and mechanism implemented to protect construction worker safety and health. The
control mechanisms reduce heat stress by hydrating the worker through drinking
water or reducing worker contact with sunlight.

Keywords Heat stress · Heat strain · Heat control mechanism

1 Introduction

The side effect of environment heat stress to worker body is called occupational
heat strain, which harms workers health and works productivity. Rowlinson et al.
[1] mentioned six factors that established environmental heat stress from scien-
tific perspective; humidity, radiant heat, air temperature, wind speed, metabolic heat
generated by physical activities and “clothing effect”, which is the exchange of heat
between the environment and worker’s body.

1.1 Heat Stress and Heat Strain in Construction: Effect
on Workers Performance

Temperatures in the range of 24–26 °C is linked with reduction of labour produc-
tivities by International Labour Organisation (ILO). When the temperature rise to
29°C, workers thermal comfort starts to drop [2] and at 33–34 °C, workers produc-
tivities will be cut in half at moderate work intensity level [3]. As the temperature
increase to 39 °C, the productivity will diminish significantly and have the potential
to cause fatalities. For example, steel industry workers experience maximumWBGT
of 41.7 °C while working and they experience adverse heat-related health symptoms
periodically.

Flouris [4]assessment finds out 35% workers exposed to heat stress environment
will feel occupational heat strain, while 30% workers lost productivities. Worker’s
start to experience heat stress whenWBGT goes beyond 22 °C for work with intense
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load and WBGT over 25 °C for non-intense workload. The worker will feel a signif-
icant toll of the heat stress at the end of their work shift. Besides that, Rowlinson
experimental study for National Electrical Contractors Association (NECA) claimed
that worker productivities are at full efficiencies level when temperatures are in the
range of 40–70 °F (4.5–21 °C) with relative humidity below 80%. Performance drop
is noticeable when the temperature rises above 70 °F threshold.

Yi and Chan [5] study findings reflect that exposure to prolonged and intense heat
has a significant influence on constructionworkers concentration and dedication. The
scorching heat made the workers irritated, thus, increase Non-productive time (NPT)
where the workers stop doing their work to rest. Lowest direct work time (DWT)
level was reported at 13:00–14:00, which is around 55.96%. During this hour, the
WBGT is at the peak level with reading of 25.91–35.46 °C. Li et al. [6] studies on
rebar workers productivities in China also shown negative correlation between high
temperatures and productivities. Findings shown rebar workers DWT drop 0.57%
for each 1 °C increase in WBGT. On the other hands, NPT reported to increase by
0.74% for each 1 °C increase in WBGT. Sett and Sehu [7] mention that there is a
linear decline in Indian female brick worker productivities when the air temperature
is increase beyond 34.9 °C. Furthermore, working in hot-humid or hot-dry climate
when temperature is 32.2 °C or 33 °C respectively, have shown to have an impact
on workers mental performance. Major side effect reported includes reduction in
worker response time, decision making, visual perception ability, learning, and most
importantly, mental alertness to surrounding which likely led to causality [8].

Zander et al. [9] assess the impact of heat stress on Australia workers productiv-
ities from the perspective of presenteeism and absenteeism. The worker mentioned
loss of productivities up to 35% when they experience heat stress. This indicate
presenteeism, and it is estimated that each person loss productivities of US$932 per
year. On the other hands, minority (7%) of workers in the study said they prefer
to be absent compared to working during peak temperature days. The loss due to
this absenteeism is reported to be US$845 for each person per year. Overall, the
total loss of productivities due to presenteeism and absenteeism was reported to be
around US$6.2 billion for Australia in 2014. The loss is significant since it amounts
to 0.33–0.47% of Australia’s 2014 GDP.

Dunne et al. [10] physiological models’ assessment estimate that global labour
capacitieswill be reduced up to 80% in 2050 due to heat exposure. Themost impacted
region will be hot climate region such as South East Asia, which is estimated to
loss 11–27% productivities. Altinsoy and Yildirim [11] study in Turkey reveals that
agriculture and construction sector productivities are expected to diminish up to
52% due to the scorching weather. The study focuses on manual labour and outdoor
work in particular, thus give a clear picture of the impact of heat stress on worker
performances.
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1.2 Identify Measurement Parameters for Heat Stress
and Heat Strain Index

Construction labour productivity or also known as (CLP) is usually influenced by
numerous factors in the construction sites. Yi and Chan mentioned CLP was associ-
ated with hot environments through an experiment conducted by Grimm andWagner
in 1974 in field environment setting. The study explores the association between CLP
and thermal environmental factors, such as relative humidity and air temperature.
Grimm and Wagner study findings indicate humidity as critical environment factor
for CLP either for low or high temperature.Moreover, work quality shown significant
decline when temperatures is very high.

Nonetheless, these measurements are too simplistic since it ignores other existing
environment factors, which might have influenced workers heat strain. Therefore,
Wet Bulb Globe Temperature was developed, which measured three specific temper-
atures, namely; dry bulb temperature (DB), wet bulb temperature (WB) and globe
temperature (GT) [12]. WBGT measurement has been improved further with the
increased heat stress studies. Srinavin and Mohammad [13] research in Thailand
include factors such as air velocity and workers clothing. Li et al. expand WBGT
measurement by adding demographic variables into the equation, such as age and
body fat.

Altinsoy and Yildirim study measure environmental readings through Regional
Climate Model (RegCM3) which calculate data extracted from the ENSEMBLES
Project. RegCM3 is still actively being used to calculate WBGT reading on Western
Turkey region.

Another heat stress index relevant to construction industry is the Thermal Work
Limit (TWL), a commonly used measure in occupational settings that incorporates
environmental parameters into the single index as the equivalent metabolic rate. In
general, TWL calculates the maximummetabolic rate, in watts of metabolic heat per
square meter of body surface area.

2 Heat Stress and Heat Strain Impact on Workers Health

Prolonged exposure to hot and humid environments increases the probability of
heat load that may cause harm to an individual, and this is known as heat stress.
There are several acute health status associated with heat-stress work environment.
Rowlinson survey results indicate construction workers which is over-exposure to
heat could induce disorders such as heat rash, heat cramps, heat syncope or fainting,
heat exhaustion, or heatstroke in the long run.

Nonetheless, construction sites have a different type of heat risk throughout the
project lifecycle. For instance, a road construction project is profoundly affected by
sunray since the construction sites are in open fields with little to no natural shades.
On the other hands, building sites have a different source of shades, such as trees
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and other closed buildings. On the other hands, building sites are more prone to high
humidity and poor ventilation. Li et al. study points out constructionworker heart rate
tempo reach 109.37± 1.23, whenWBGT is at peak. Sett and Sehu study support this
finding with their study in India, where the female brick workers cardiac parameters
(peak heart rate (HRp), net cardiac cost (NCC), relative cardiac cost (RCC), and
recovery heart rates (RHR) were significantly higher on hotter days.

Besides that, Miliaria rubra cases was found on miner ankle and knee after
prolonged heat exposure [14, 15]. Moreover, individual with BMI over the median
of 29.6 have higher chance to experience heat exposure and muscular cramp.
Vandetorren et al. [16] mentioned that individual with cardiovascular and heart-
disease are more vulnerable and would be under higher risk of heat-related illness
due to global warming. In addition, Vandetorren said aging also reduce workers
ability to maintain homeostasis in a heat stress environment.

Gubernot et al. [17] state that United States construction workers are more likely
to die from heat-related illness (HRI) compared to other industry workers. Gubernot
estimate that the likelihood of fatalities is 13 fold higher for construction workers
such as roofers and road constructions. Furthermore, labourer which exposed to
temperature above 39.5 °C are highly susceptible to experience Exertional Heat-
stroke, which could cause confusion, irrational behaviour, low coordination, fainting,
vomiting, convulsions, and loss of consciousness [18]. In addition, Tawatsupa et al.
[19] research in Thailand identify male workers that is directly exposed to sunlight
have 10% more case of occupational injury compared to those that are not exposed.

In Italy, workers are faced with significant heat stress risk during summer, where
the temperature can go up to 33.5 °C [20]. Days with an average daytime Apparent
Temperature (AT) value ranged between 24.8 and 27.5 °C were at the highest risk
of work-related accidents compared to days with extreme AT of 31 °C and above.
According to Xiang [21] study in South Australia, every increase in daily maximum
temperature (°C) above the point of 37.7 °C will lead to increase 0.2% increase in
daily injury claims. Xiang study finding points out that young male workers (below
24 years old) have higher accident ratio compared to other age range and gender.

Besides that, occupational heat strain is also associated with dehydration, exces-
sive sweating, headaches, nausea, dizziness, and fatigue [22]. In fact, workers which
is frequently exposedwith heat stress combinedwith dehydration can develop kidney
injury which would transform into permanent kidney damage [23]. Flouris analyses
show that people who worked a single shift in heat stress conditions had an increase
of 14.5% in urine specific gravity (indicate dehydration) compared with those who
worked a change in thermoneutral conditions. In addition, the reading for serum
creatinine concentration is over 1.2 mg/dL, which indicate acute kidney injury.

3 Heat Stress and Heat Strain Control Mechanism

Occupational Safety andHealthAdministration [24] heat index guideline categorizes
heat risk into four groups: Lower; Moderate; High; and Very High/Extreme. OSHA
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recommends preventive measure such as providing rest, shade and water; training;
acclimatization; developing a monitor system for HRI signs; limiting physical tasks;
rescheduling non-essential work; and closely monitoring workers’ vital signs and
strictly enforcing work/rest cycles to reduce the side effect of heat stress.

Hong Kong Special Administrative Region [25] suggest to safeguard construction
workers from heat stress by providing drinking water or sports drinks, with the
inclusion of work-break cycles, work arrangement, and cool down facilities. Even
when the employer provides water and breaks, workers shown to drink less water
than what they sweat out. Hence, employer should take initiative to promote drinking
during working through monitoring and supervision.

Besides that, a strict work-rest regimen should be implemented during the summer
for construction work. The aim is to reduce workers heart rate and body temperature
to a comfortable level, so they do not become irritated and uncomfortable, which are
the cause for poor productivity. Moreover, Dutta [26] emphasize the need for revi-
sion on work practices, which include increasing protective measures, and possible
development of indigenous work safety standards for heat exposure.

In additions, Rowlinson suggest that contractors reducework pace during summer
even though it will reduce project productivity output. Workers that work in slower
pace during heat stress environment will have less chance to get heat stress in the
long run, and this will reduce the possibility of presenteeism and absenteeism which
would lead to more significant reductions in project productivity.

Morabito study participants said they start to adapt preventive safety measure
themselves, such as working in the shade, drinking more water and begin working
activity earlier in the morning when AT start to rise more than 27.5 °C, to reduce
the risk of work accidents. Tamm et al. [27] explain individual will react to heat
stress more proactively with the scorching environment, due to them being highly
uncomfortable and feeling fatigued at the same time.

This finding is aligned with Xiang et al. study, which said workers halt or stop
their work when the temperature is too extreme, in this case, it is reported to be
above 37.7 °C. Hence reducing the possibility for injury or accident to occur. Middle
East countries, including Qatar and the United Arab Emirates, reduce the risk of heat
stress by limiting construction site work hours in summer between 11:30 a.m. and
3:00 p.m [4]. However, the enforcement is not fully effective since the temperature
can spike outside of the restricted hours. For example, Al-Bouwarthan [28] study
indicate that high level of heat stress (WBGT 31–33 °C) occur for both moderate
and heavy workloads starting from 7 a.m. until noon in Saudi Arabia. The early peak
of WBGT in the morning have invalidated Saudi Arabia legislation work ban from
12 noon to 3 p.m., which is aimed to reduce worker heat stress.

On the other hands, legislation and regulation could also be used to protectworkers
from heat stress. For example, Costa Rica requires an employer to provide shades,
water, rest breaks, and protective clothing to workers that affected by heat stress [29].
Another example is the state of California which requires employers to provide rest,
shade and portable water to workers when temperatures exceed 35 °C.
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4 Conclusion

Countries all over the world have implemented numerous preventive measures, engi-
neering control and regulation in order to manage heat stress impact on worker
productivities, safety and health. Nonetheless, lack of implementation, monitoring
and proactive engagement by the employer have made the effort less effective. On
top of that, the rise in global average temperature due to climate change indicate that
heat stress environment will only become worse for the construction industry in the
future. Henceforth, future study should focuses on developing control mechanism
which is easy to be implemented and monitored by the employer, in order to increase
its effectiveness.
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Ergonomics and Manual Handling
Workplace Improvement: A Case Study
of Firefighter at Pagoh
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Ismail Abdul Rahman , and Noorul Azreen Azis

Abstract Firefighter are constantly at risk since they are directly exposed to various
physical factors, harmful chemicals andmental stress during rescue and fire-fighting.
In fire extinguishing, unstable posture is one of the possible hazardous factors and
contribute to high ergonomic risk factor. Due to manual handling and lack of proper
standard operation procedure, firefighter are at risk of developing musculoskeletal
disorders problem such as awkward postures. This paper identify ergonomics risk
factor that may cause harm to firefighter during rolling of fire hose. This study
was conducted in Pagoh fire station. In order to achieve those aims, observational
method was used by applying Ergonomic Risk Assessment (ERA).The FailureMode
and Effect Analysis (FMEA) method is used by calculating the severity, occurrence
and failure detection which has rating score from one (1) to ten (10). Then, the risk
priority number (RPN) was calculated to get the highest priority number which led
to identification of ergonomic risk factor. A set of questionnaire was distributed to
20 firefighter located at Pagoh fire station for analyzing the ergonomic risk factor
and compared to the FMEA result. The result of the analysis shows 56% of the
respondent experienced awkward posture during handling of fire hose. The result of
the questionnaire was compared to the highest RPN value from FMEA to obtain the
solution on ergonomic workplace improvement at Pagoh fire station. In addition, a
new tool that is expected to improve the ergonomic andmanual handling of firefighter
was proposed.
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1 Introduction

1.1 Background of the Study

The cases of work-related musculoskeletal disorders (WMSDs) in Malaysia are
increasing every year, and the total compensation for WMSDs cases was found to
be higher than other occupational disease cases. The increase in trend was the result
of increased awareness among Malaysian employers and workers. The chairman of
the National Institute of Occupational Safety and Health (NIOSH) Malaysia quoted
as saying that for one out of four cases reported to the Social Security Organiza-
tion (SOCSO) in 2013 was related to MSDS [1]. MSDs are a condition in which
the muscles are under stress due to muscles being exposed to static and repetitive
motions over prolonged periods of time. The action causes damage to the ligaments,
tendons, and joints [2].

Tasks that require awkward postures and/or excessive efforts may cause fatigue
and discomfort to the employees. Furthermore, this may lead to damage of the
muscles, tendons, nerves, and blood vessels [3].Over the last decades, industrial prac-
titioners and academicians have paid a lot of attention to manual material handling
(MMH) as it is known as one of the most causes of back injury which impacts on
work efficiency [4]. MMH can be defined as any activity requiring the utilization of
force exerted by someone either lifting, lowering, pushing, carrying and holding of
an object. It will delineate as moving something by victimization of human energy
[5].

An operation involved with the lifting of a load is considered as one of the MMH
activities. It involves the factors of imbalance that are encountered in industries
like warehousing and maintenance [5]. Ohnishi et al. [6] revealed that inappropriate
design of a mechanical aid will result in postures change and leading to higher
muscular loads during pushing activity. One of the strategies to improve efficiency in
MMHactivities is to introduce assistive devices that can reduce exertion requirements
and poor working postures [4].

Fire department is one of the toughest industries which provide services to people
who need help. Fire department is one of the most hazardous, physically demanding
and psychologically stressful occupations [7]. 86% of American career firefighter
reported a history of lower back pain and 55% reported current lower back pain [8].
Roh and Kim [9] reported in their study that 41.5% of firefighter experienced work-
related lower back pain within a year and 12.3% of firefighter had chronic lower back
pain.

Thus, it gives a high ergonomic risk factor towards firefighter who are doing the
most high risk work. In Malaysia, the fire department still demands manual handling
when doing their work and currently there is no standard operation procedure. This
leads to variousWMSDsproblems andone of them is awkward posture. The objective
of this paper is to identify and assess the risk of WMSDs to firefighter at Pagoh fire
station due to unnatural or awkward postures. This paper also proposed a new tool
to improve the ergonomic and manual handling of firefighter.
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1.2 Ergonomics and Manual Material Handling

Ergonomics is known as human factors which engineering science involved with the
understanding of interactions among humans and alternative components of a system.
Therefore, the profession that applies theory, principles and data to optimize human
well-being and overall performance [10]. The ergonomics consist of three domain
as shown in Fig. 1. Physical ergonomics is expounded to the target of activity Safety
and Health Act 1994 (OSHA 1994), that is to market activity environment for person
at work that related to their physiological.

Ergonomics is that the study of the connection between the employees and the
operating atmosphere. It is important for the employees to concern and realizes the
potential engineering risk factors around them [11]. Ergonomic assessment is one
of the techniques to determine the ergonomic risk factor. Ergonomic assessment is
importance in industry nowadays especially on a technical work. Therefore, it is
necessary to adapt it and applicable to a technical work in industry [12].

Awkward posture is known as positions of the humanbodywhereaswork activities
that deviate considerably from the neutral position. Samples of awkward postures
are twisting, bending, operating with neck or back bent quite thirty degrees with no
support and over reaching [13]. Due to awkward posture, muscles and tendons must
work harder and can be stressed. An outside range of motion, joint of body bents
could led to awkward posture. It is related to associate magnified risk of injury. It is
typically considered that a lot of joint deviates from the natural position, the bigger
chance to have an injury [13].

Manual handling is known as one of the most causes of back injury. It can be
outlined as any activity requiring the utilization of force exerted by someone either
lifting, lowering, pushing, carrying or holding of an object. It will delineate asmoving
something by victimization of human energy [5]. An operation involved with the
lifting of a load is considered as one of the manual handling activities. It involve the
factors of imbalance that encountered in industries likewarehousing andmaintenance
[5]. Besides, pushing and pulling also one of the manual handling activities. In

Fig. 1 Domains in
ergonomics
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industry, various techniques of pushing and pulling is used by workers to avoid
manual handling activities since those actions contribute to injuries in industries.

2 Literature Review

2.1 ERA and FMEA

Method used to identify the most ergonomic risk factors that cause harm to
employees. There are several step involved in an ERA. Hierarchical task analysis is
one of the step to analyze the ergonomic risk factor and it is a recommended method
for mapping all performed task by workers [14]. In ERA, the mapped performed task
will be ranked by it levels of severity.

Next, FMEA is a systematic designing tool that is used to see the probable potential
failures which might occur in an industries [15]. FMEA is an engineering technique
used to outline the potential failures on system, design, process, or services before
it reach client. FMEA used to mistreatment previous experiences or technology and
coming up with new development for those failures to not occur [15]. FMEA is a
technique practiced by firms that adopted the philosophy of total qualitymanagement
(TQM). This method can result in an improvement of product for client satisfaction.
This method was used for hazard analysis control point (HACCP) for the Apollo
Space Program and later at the food industry in general [16]. In the late 1970s, the
FordMotor Company introduced the FMEA to the automotive industry for safety and
regulatory consideration. It was applied by them as the same approach on process
failure mode and effect analysis (PFMEA) to consider potential process induced
failures prior to launched production [16].

FMEA is consist of three main type which is FMEA system, FMEA design and
FMEA process. FMEA system is the highest level of analysis which focused on
system related to deficiencies [17]. FMEA design focused on product design, typi-
cally at the subsystem or component level. Related deficiencies is focused in this
system with emphasis on improving the design and ensuring product operation is
safe and reliable. The product that will be manufactured according to specifications
usually will be assumed by FMEA design [17]. FMEA process is focused on the
manufacturing or assembly process, emphasizing how the manufacturing process
can be improved to ensure the product is built in safe manner. This type of FMEA
focused on potential failures modes of the process that caused by manufacturing
process. This way, engineer can see which uses of the system are desirable and
which are not.
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Table 1 Previous research using ERA and FMEA

Author, Year Method Findings

[18] FMEA • Higher RPN value obtained for
stripping process

• Proper care and maintenance should be
given to stripping unit

• Misalignment of robotic axis could
effect on the sheet delivering process

[19] FMEA and Grey Relation Analysis
(GRA)

• Problem: sharp corners of the step
caused cuts in the seal

• Solution: Magnetic protectors were
made

• Problem: noisy window glass from
hole position

• Solution: position of rivet hole was
moved to 3 mm lower position

[20] FMEA • Potential failure: size outer diameter
plus/minus

• Potential cause: dept of cut
• Potential effect: displacement during
operation.

[21] ERA • Respondents are still lack of awareness
on the importance of MSDs
management

2.2 Previous Research Work on ERA and FMEA

Table 1 shows the previous research work that using ERA and FMEA on different
type of industry.

2.3 Principle of Motion Economy

Motion economy is known as making and refining plans for a certain group of simple
task in industries. A motion economy is used to generate plan, which is related to
fundamental of hand motions and it is economic from the view of motion economy
expertise. Manual operation is categorized as one of scope of motion economy task
which required the use of arms limited time for completion [22]. Motion economy
help to reduce the cumulative trauma as a result to repetitive work done by workers.
It is used to prevent from unnecessary motion so that it is avoided [23].

Hence, reduce the fatigue cumulative trauma. The motion economy used as a
guideline to examine and design a workstation. The principle of motion economy
are based on the combination of ergonomic principles so that it what are the basis for
developing the principle. In principle of motion economy, there are three categories
which is use of human body, arrangement of workplace and design of tools and
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Table 2 Recommendation and description of design of tool and equipment [23]

No. Recommendation Description

1 Hands should be relieved of all work of
holding

Tool should be as simple to operate as
possible

2 Two or more tools should be combined
wherever possible

Easier to perform a task without changing
tool and too many movements

3 Tools and material should be
pre-positioned

The load should distributed in accordance
with the inherent capabilities of the finger

equipment. Design of tool and equipment helps to minimize the distance of workers
must move in the workstation. The recommendation of design of tool is shown in
Table 2.

3 Methodology

The observationalmethod is used onmanual handling observation towards firefighter.
This observation is commonly to observe the working posture and determine the risk
factor of MSDs. ERA and FMEAwas then used to analyze the most risk factor occur
by conducting a survey. The assessment of FMEA is done using FMEA form.

3.1 ERA

AnERA is done using a questionnaire that distributed to 30 firefighters as respondent
at Pagoh fire station. The criteria of the questionnaire is shown in Table 3.

Table 3 Example of questionnaire

Ergonomic assessment checklist Answer
(tick one
only)

Yes No

1. Have any workers been previously diagnosed with any of the following disease:
Carpal tunnel, Tendonitis, Tenosynovitis, Trigger Finger or Back ailments?

2. Have there been any worker complaints concerning ergonomic issues?

3. Do the employees perform high repetition task?

4. Do the employees routine task require repeated heavy lifting?

5. Are employees using awkwardly designed tools?
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Fig. 2 Firefighter carrying a
hose

Fig. 3 Setting up the hose

3.2 Observational Method

Based on observationalmethod, several pictureswere snapped during the observation
at Pagoh fire station. The observation of firefighter doing manual handling is shown
in Figs. 2, 3, 4 and 5.

3.3 FMEA

The first step of FMEAmethod is to analyze functional requirements and their effects
to identify all failure mode. List all failure modes per function in technical terms,



574 S. Mahmood et al.

Fig. 4 Setting up the hose
nozzle

Fig. 5 Warm up session

considering the ultimate effects of each failure mode and noting the effects. This
method is done by determine the severity (s), occurrence (o), failure detection (d) by
referring its own categories of rating value. It is then multiplied to get the highest
risk priority number (RPN) so that the most ergonomic risk factor detected.

Severity It is the seriousness of failure consequences of failure effects [23]. Usual
practice rates failure effect severity (s) on a scale of one (1) to ten (10) where one (1)
is the lowest severity and ten (10) is highest. Rate of the severity and its meanings is
shown in Table 4.

Occurrence Examine the cause of each failure on how often it occurred. Look at
similar processes or products and their documented failure modes. Failure mode are
assigned an occurrence ranking (o) from one (1) to ten (10) as shown in Table 5.

Failure Detection These step enable researcher to determine the likelihood of identi-
fying failures. Then each combination from steps one and two is assigned a detection



Ergonomics and Manual Handling Workplace Improvement … 575

Table 4 Severity rating and meanings [18]

Rating Meaning

1 No effect, no danger

2 Very minor—usually noticed only by discriminating or very observant users

3 Minor—only minor part of the system affected. Noticed by average users

4–6 Moderate—most users are inconvenienced and/or annoyed

7–8 High—loss of primary function. Users are dissatisfied

9–10 Very high—hazardous. Product becomes inoperative, customer angered. Failure
constitutes a safety hazard and can cause injury or death

Table 5 Occurrence rating
and meanings [18]

Rating Meaning

1 No documented failures on similar product or process

2–3 Low—relatively few failures

4–6 Moderate—some occasional failure

7–8 High—repeated failures

9–10 Very high—failure is almost certain

9–10 Very high—hazardous

value (d), which indicated how likely it is that failures was detected. The higher the
value of (d), the more likely the failure not detected. Failure detection rating is shown
in Table 6.

Risk Priority Number (RPN) RPN value is calculated from the value of severity
(s), occurrence (o) and failure detection (d) shows in Eq. (1).

RPN = S× O× D (1)

RPN is calculated for the entire design or process and documented in the FMEA
form. Result will shows the most problematic areas with the highest RPN value that
should get highest priority for corrective measures. The corrected measures then

Table 6 Failure detection
rating and meanings [18]

Rating Meaning

1 Fault is certain to be caught by testing

2 Fault almost certain to be caught by testing

3 High probability that tests will catch fault

4–6 Moderate probability that tests will catch fault

7–8 Low probability that tests will catch fault

9–10 Fault will be passed undetected to user
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Description of FMEA Worksheet

Protection:The spreadsheets are not protected or locked.

System Potential FMEA Number
Subsystem Failure Mode and Effects Analysis Prepared By
Component (Design FMEA) FMEA Date
Design Lead Key Date Revision Date
Core Team Page of

Action Results
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Coolant 
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Hose 
connection. 
Coolant fill. M

Crack/break. 
Burst. Side wall 
flex. Bad seal. 
Poor hose rete

Leak 8 Over pressure 8 Burst, validation 
pressure cycle.

1 64 Test included in 
prototype and 
production 
validation testing.

J.P. Aguire   11/1/95   
E. Eglin   8/1/96   

Response Plans and Tracking

Risk Priority Number - The combined weighting 
of Severity, Likelihood, and Detectability.
RPN = Sev X Occ X Det

Likelihood - Write down 
the potential cause(s), and 
on a scale of 1-10, rate the  
Likelihood of each failure 
(10= most likely).  See 

Severity - On a scale of 1 -
10, rate the Severity of 
each failure (10= most 
severe).  See Severity 

Detectability - Examine the current 
design, then,  on a scale of 1 -10, 
rate the Detectability of each failure
(10 = least detectable).  See 
Detectability sheet.

Write down each failure 
mode and potential 
consequence(s) of that 

Fig. 6 FMEA form sheet

calculated again on the RPN value and documented in the FMEA form. An FMEA
form sheet is shown in Fig. 6.

4 Result and Discussions

4.1 Questionnaire Analysis

Awkward Posture. It is generally acknowledged that awkward posture is a posture
not suitable or not proper for certainworking activities. The awkward posture analysis
result is consisting of fewquestions concerned on awkward posture. The question that
the firefighter answered between “Yes” and “No” on concerned of awkward posture
is shown in Fig. 7. It shows that 56% of respondents agreed that manual handling
that firefighter done related and concern with awkward posture. However, 44% does
not agree because of several firefighters are not involved in works that concerned
with awkward posture. The potential cause of awkward is shown in Fig. 8.

The result shows the equipment obtained the largest section with 53% of the
respondent agreed that equipment contribute to awkward posture. Awkward posture
analysis followed by body part affected by awkward posture work. The result of
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Fig. 7 Frequency of awkward posture

Fig. 8 Potential causes of
awkward posture

body part affected is shown in Fig. 9. The most affected body part is back part with
score of 45% of the respondent experienced it. It followed by second highest, which
is upper body with score of 35%, 10% of lower body and both 5% for arm and leg.

Repetitive Motion. Part B is the question related to repetitive motion applied during
working among firefighter at Pagoh fire station. The result of repetitive motion anal-
ysis is shown in Fig. 10. It shows that the repetitive motion is not too concerned with
manual handling among firefighter at Pagoh fire station which is the highest score
goes to “No” answer. This is because 56% of respondent choose “No” answer that
shows several firefighter does not involved with repetitive motion.

Vibration. Part C is a question regarding on vibration that could be an ergonomic
risk. The result of vibration concern is shown in Fig. 11. The result shows 40% of
respondent agree that vibration contributed to ergonomic risk factor. However, 60%
of respondent does not agree that vibration contributed towards ergonomic risk factor.
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Fig. 9 Body part affected by
awkward posture

Fig. 10 Frequency of repetitive motion

Fig. 11 Frequency of vibration motion
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Fig. 12 Overall result
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This is because majority of firefighter does not doing their work that concerned with
equipment that related to vibration.

Overall Result. Overall, based on those result of awkward posture, repetitive motion
and vibration analysis, the overall result is concluded in Fig. 12. For overall result of
the questionnaire analysis, it shows that the awkward posture risk factor obtained the
highest result with 56% of respondent experienced the awkward posture ergonomic
risk factor. It followed by 44% of respondent on repetitive motion analysis that
experienced it lesser than awkward posture. Lastly, the vibration analysis obtained
a result of only 40% of respondents does the work related to vibration. It can be
concluded that the awkward posture is the most ergonomic risk factor that has been
determined for the project.

4.2 FMEA Result

This assessment is based on the observation towards firefighter doing the hose
rolling work. From the analysis, the result obtained shows which work give the
most ergonomic risk effect towards firefighter. The data collected using FMEA form
to detect the injury that occurred during the hose roll process. The FMEA form
result is shown in Table 7. The FMEA result shows that the highest RPN value goes
to potential failure of injury on back part of body that related to awkward posture. It
is then compared to the result of questionnaire and ERA to find the best solution for
workplace improvement at Pagoh fire station.

4.3 Proposed Design of Ergonomic Tool for Firefighter

As seen from the result of all ERA and FMEA analysis, it is recommended to propose
a design of ergonomic tool for firefighter. The proposed ergonomic tool should be
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Table 7 Result of FMEA analysis

able to provide support for firefighter when rolling the hose during operation. This
proposed design of tool aims to reduce the firefighter movement. It is also use the
concept of the use of human body. This concept is under principle ofmotion economy
that used to reinforce the effectiveness of work. The concept also can lead to smooth
and automatically performance of any operation. The proposed design of tool is
shown in Fig. 13.

Fig. 13 Proposed design
tool
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5 Conclusion

The aim of the study is to identify most ergonomic risk factors that may cause
harm to firefighter. The aim is achieved by applying the ERA to identify ergonomic
risk factor (ERF) among firefighter. The ERF is applied by an observation towards
firefighter doing their manual handling at Pagoh fire station. Awkward posture is the
most ergonomic risk factor identified compare to other factors (repetitive motion and
vibration). The second aim of the research to improve ergonomic at workplace is
achieved by proposing a new tool that control the ergonomic risk factor experienced
by firefighter. However, the proposed tool need further investigation especially on the
design, strength, functionality, portability and suitability for firefighter. The proposed
design tool will be discussed detailed for further research.
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Development of a Survey Instrument
for Measuring Workers Satisfaction
on Usability of Manual Handling
Equipments at the Warehouse: A Pilot
Study

Ismail Abdul Rahman , Noorul Azreen Azis , Salwa Mahmood ,
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and Mohd Arif Afzan Mohd Zain

Abstract Scientific evidence show that manual handling devices are one of the
effectives controls that can lower the physical demands of manual material handling
(MMH) activities. Incidence and severity of the musculoskeletal injuries might
happen to workers while company’s productivity, product quality, and overall busi-
ness competitiveness also will be affected. However, few studies had been done
regarding on manual handling devices provided in the industries especially in term
of user satisfaction on the usability of the devices when performing their job and task.
The aim of this study is to develop a survey instrument for the evaluation of worker
satisfaction on usability of manual handling device among warehouse worker in
manufacturing industry. A set of questionnaires was developedwhich consist of three
sections; demographic profile of respondent, work nature and discomfort survey and
worker satisfaction on the usability of themanual handling devices. The content of the
questionnaire was derived through extend literature reviews and expert’s opinions.
A pilot study was conducted at four manufacturing companies in their warehouse’s
operation. The reliability and validity of the instrument were determined through
Cronbach’s Alpha, face validity and content validity. Cronbach’s Alpha values for
each section of the questionnaire range from 0.937 and 0.961 while the value for
Cronbach’s Alpha for all 35 standardized items is 0.921. The finding shows that the
survey instrument has face and content validity at acceptable level. In conclusion,
finding indicated that this instrument had acceptable and adequate reliability and
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validity to meet its objectives. The survey instrument now ready to be distributed in
larger data sets.

Keywords Manual material handling · Instruments development · Warehouse ·
Pilot study · Manufacturing

1 Introduction

Manual material handling (MMH) tasks have been identified as one of the major
sources of work-related musculoskeletal disorders (WMSDs), which is one of the
big concerns inmanufacturing industry [1, 2].MMHconsist of activities that utilizing
human capability to perform frequent lifting, lowering, carrying, pulling and usually
associated with several ergonomics risk factors. It is including awkward posture,
excessive force, repetitive task, tools or material mobilization from one point to
another point.Despite thewidespread use automation system such as of robots,mech-
anisation and work-related interventions in industry, several tasks are still performed
manually by workers especially in warehouse operation. Several jobs are necessary
to be perform manually, when requiring observation and decision-making, also in
other instances tasks benefit from human precision, skill and movement capabilities
[1, 3, 4]. Hence, despite increased automation, many jobs still require workers to
perform task manually.

In warehouse operation, poor working conditions such as repetitive back bending
while lifting objects, twisting and pulling or pushing of heavy objects, are all kinds
of poor posture conditions can lead to a significant impact on performance as well as
postural stresses. A research found that heavy physical demand and improper posture
while performing a task can cause musculoskeletal disorders [5–9]. For example,
tasks that need lifting activity and pulling or pushing tasks in various sectors such as
manufacturing and warehouses [5]. The excessive physical demands placed on the
human operator under theseworking conditions on continuous basis have shown to be
a major contributor to WMSD [6, 7]. Previously two epidemiological studies, which
is each conducted among more than 31,000 American workers in warehouse super-
stores, show a consequence between MMH activities with the development of back
pain [8, 9]. The study was conducted involving a total of 92 warehouse workers for
evaluating themusculoskeletal disorders. The study found that ergonomics risk factor
related to manual handling task in warehouse was identified, which the result showed
that the task highly significantly impacted low back pain among all participants [5].

In this day, industry revolution (IR-4.0) happens to be the present and future of
themanufacturing sector especially using artificial intelligencewith the synchroniza-
tion of automation system. Incorporating internet technology advances to optimize
automated system in production industry, where logistics system is one of the core
activities, could end up being more flawless and self-decision making [10]. Flexible
and modular material handling system facilitates easier configuration to meet ever
changingmarket demands and new product launch. In order to prevent back disorders
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related to high-risk manual handling activities, attempts to control these disorders
should focus on assessing and redesigning the tasks of manual material handling
and equipment used [11, 12]. One of the strategies to improve efficiency in MMH
activities in warehouse operation is to introduce assistive devices that can reduce
exertion requirements and poor working postures. To make the large item handling
activities more efficient and safer, mechanical aids are usually used to assist workers.
The planning and choice of right material handling equipment rely on materials to
be handled, quantities and distances to be moved, routing and workplaces facili-
ties dan layout. Based on the study by Wurzelbacher et al. [13], additional research
that examines the effectiveness of ergonomic engineering interventions need to be
conducted.

The main objective of this paper is to describe the development and validation of
survey instrument formeasuringworkers satisfaction on usability ofmanual handling
devices. The devices such as trolley, hydraulic pallet lifter, conveyor system and
vacuum assist device will be considered at manufacturing’s warehouse operation.
For the future, this study target to evaluate workers satisfaction on manual handling
devices at warehouse operation because most of the high significant task related
to ergonomics exist at warehouse and few studies show that warehouse personnel
experienced body discomfort and pain [14, 15], despite some prior research that
indicates ergonomic material handling equipment can reduce biomechanical risk
factors for musculoskeletal disorders [7, 13, 16, 17].

2 Methodology

A structured approach for the development of the survey instrument was adopted
based on a guideline in designing research questionnaire, research paradigm and
theory in a survey-based research [18]. In developing the survey instruments that are
valid and reliable, several sequential steps involved must consist the construction of
survey instrument, validation and verification of the instruments, ethical approval
and pilot study. All steps are depending on fine tuning and testing. Previous step
must be completed before next step is taken. Figure 1 shows the development step
of the survey questionnaire used in this study.

2.1 Construction of Survey Instrument

In this study the first step is construction of survey instrument. The goal and objec-
tives, research questions and hypothesis of the set of questionnaires for the proposed
research was examined and discussed in order to come out with the content and
structure of the research questionnaire. Part of this process is deciding the target
respondent, respondent background as well as their demographic profiles. This is
because questionnaire should not only suit with the research and the researcher but
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Fig. 1 Development of
survey questionnaire

also to respondents [19, 20]. Then, the content of the questionnaire needs to be
constructed after an understanding through theoretical framework from an extensive
literature review and transformed into structures of the questions being developed.

The questionnaire consisted of 61 standardized items with four main sections
consist of: (A) demographic profile of respondents, (B1) nature of jobs and tasks of
respondent, (B2) history of body discomfort and pain, and (C) workers satisfaction
on usability of manual handling devices. The question in section A is a demographic
profile of the respondents such as gender, race, age, citizenship, work designation,
workstation area, working experience, working duration, job activities and involve-
ment with manual material handling devices. For section B1 the question is more
about the performance ofworkerswith job task and the evaluations of sub-capabilities
related to the increased workforce. The question in section B2 is related to history
of body discomfort and pain for specific body region is based on a modified Nordic
discomfort assessment tool [21]. Meanwhile, for section C, a scale questionnaire is
constructed and modified from a design requirements and user satisfaction for the
ergonomic design of a hand tool [22] to evaluate the agreement of the respondent
to the factors found on the manual handling devices that are being used. The factor
consists of energy expenditures, effectiveness, efficiency, productivity, design, user
friendliness, safety and comfortabilitywhen usingmanual handling devices.A closed
ended questionnaire has been used in all section to reduce the amount of thinking
and effort required by respondent in answering the question.
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Table 1 List of experts for face and content validation

Panel Expertise Experience (years)

1 Health and safety, warehouse operation 20

2 Warehouse management, production engineering 7

3 Health and safety, auditing, industrial operation 9

4 Statistical data analysis, ergonomics, education 11

5 Education, R&D, ergonomics, industrial hygiene 10

6 Ergonomics, education, R&D, consultation 7

7 Ergonomics, risk assessment, safety and health 17

8 Industrial hygiene, ergonomics, industrial inspection 10

2.2 Validation and Verification

Next for ensuring the consistency and high confidence level of the survey result,
validation and verification of the questionnaire were conducted. Face and content
validity is the common methodology to establishing the validity of an instrument or
survey questionnaires [23]. In this study, face and content validity are secured and
reviewed by panel of experts which are three persons from industrial representatives,
three persons from academics’ representatives and two persons from ergonomics
practitioners as per Table 1. The survey’s appearance, relevance and representative-
ness of its elements were judged the panel of experts. Following these reviews, some
items that are irrelevance were removed from the questionnaire, other items were
added and rephrase for enhanced precision and clarity.

2.3 Ethic Approval

Ethical approval for all relevant aspects of the development process was received
from the National Institute of Occupational Safety and Health Malaysia Ethics
Committee. This ethic was applied under “The Study on Ergonomics Intervention
Control for Manual Material Handling in Manufacturing Sector (Reference number:
NIOSH/03/JEP/2020(8))”.

2.4 Pilot Study

After the survey instrumentswere approved by the ethics committee, a pilot studywas
conducted by targeting about ten percent (10%) of the required sample size. Statis-
tical data from Department of Statistic Malaysia (DOSM) shows that the number
of workers in Malaysia manufacturing industry as in September 2019 are about
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1,087,179 persons [24]. Using Krojchie and Morgan table (1970), the sampling size
should be considered is 384 for the sampling population size over 100,000 population
[25]. The unit of analysis for this study is worker. So, a total of 50 warehouse workers
were chosen randomly from various manufacturing sub sector to participate in the
pilot study. Then, reliability of the questionnaire was assessed by using Cronbach’s
alpha (α) considering minimum value of 0.6 [26].

3 Results and Discussion

3.1 Instrument Administration and Respondent Profiles

The pilot study was conducted at four (4) manufacturing company in southern region
of peninsular Malaysia with a different type manufacturing sector. A total of 50
respondents from warehouse operation were chosen randomly to participate in the
survey. A face-to-face interviews session were conducted between the respondents
and researchers in order to fill in the questionnaire. The majority of the respon-
dents are general worker which is involve directly with the manual handling activi-
ties in warehouse storing area and frequently using manual handling devices when
performing the task as in Table 2. The demographic profiles of the respondent in this
study were summarize in Table 2.

3.2 Analysis of the Validity and Reliability of Questionnaire

The result for the validity of the questionnaire based on the expert judgement for all
61 items was found to be good as the questionnaire can be measure and evaluate the
worker satisfaction toward the manual handling devices that are used in warehouse
operation. Face and content validity by the panel of experts consist of several criteria
which include such questions understanding, clarity and language, content and suit-
ability as well as questionnaire template, style and responses time. Summary of the
comment were summarized in Table 3. Minor modification and adjustment of the
questionnaire have been revised accordingly based on experts’ comments to enhance
the content of the questionnaire.

Result for reliability of the questionnaire shows that the Cronbach’s alpha value
ranged from 0.610 for the nature of jobs and tasks of respondent (section B1), 0.961
for the history of body discomfort and pain (section B2) and 0.937 for the workers
satisfaction on usability of manual handling devices (section C) as per Table 4. Total
Cronbach’s alpha (α) for all three section (B1, B2 and C) with 35 standards items
is 0.921. The value of Cronbach’s alpha was calculated using IBM SPSS statistics
for windows version 21.0. Armonk, NY: IBM Corp. The α reliability coefficient of
the Cronbach usually is between 0 and 1. As per the rule of thumb, the reliability
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Table 2 Table demographic profile of the warehouse workers involved in the pilot study

Profile Frequency Percentage (%)

Gender Male 38 76

Female 12 24

Citizen Malaysia 21 42

Non-Malaysia 29 58

Sector Transportation 0 0

Electrical equipment/electronics 27 54

Petroleum, coal, chemicals, plastics and
rubber

15 30

Wood, paper, printing 0 0

Primary metal/metal
fabrication/machinery

0 0

Food/beverage/tobacco 0 0

Textiles, leather/apparel 0 0

Furniture and fixture 0 0

Others 8 16

Age <20 years 0 0

20–29 years 26 52

30–39 years 16 32

40–49 years 5 10

>50 years 3 6

Designation General workers 42 84

Supervisor 6 12

Others 2 4

Workstation area Incoming/receiving 10 20

Storing 23 46

Order picking/kitting 7 14

Packaging/delivery/outgoing 7 14

Others 3 6

Working experience <1 year 3 6

1–5 years 28 56

5–10 years 11 22

>10 years 8 16

Working duration ≤8 h 1 2

8–12 h 31 62

>12 h 18 36

Work schedule Shift 7 14

Normal working hour 43 86
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Table 3 Experts comments for validation of questionnaire

Panel Comment

1, 2, 3, 4, 5, 6, 7, 8 Format acceptable

5, 6, 8 Grammar and typing error

6 Unclear wording

3 Additional others box for sector, designation and workstation area

4, 5 Need to do correction in sentences structure

7 Divide left/right side for body symptom survey

1, 8 Suggest to have multilanguage

2 Suggest to have a simple word for criteria for satisfaction

4 Might consider to have semi-quantitative scale

Table 4 Cronbach’s alpha value for each section of the questionnaire

Section No of items Cronbach’s alpha Cronbach’s alpha based on
standardized items

Section B1

• Work natures 6 0.610 0.609

Section B2

• History of discomfort
• Body symptom survey

21 0.961 0.959

Section C

• Workers satisfaction on
usability of control measures

8 0.937 0.941

Section B1, B2 and C 35 0.921 0.917

coefficient of 0.6 is considered to be sufficient. If the value of the Cronbach alpha
is less than 0.6, it is recommended to rewrite/rephrase questions and modify their
questionnaire items. The rule of thumb for Cronbach’s alpha are 0.9—Incredible,
0.8—Nice, 0.7—Acceptable, 0.6—Controversial, 0.5—Bad, and 0.5—Unacceptable
[27].

4 Conclusion

In this research, a reliable, accurate, empirically validated instrument was established
based on the analysis of pilot test samples. In general, an outstanding Cronbach alpha
was obtained. Further studymay be needed to validate the findings of these pilot tests
from larger data sets. The outcomes from the proper larger data set of the studymight
be useful in supporting and designing manual handling device for manual material
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handling activities in manufacturing warehouse operation based on user criteria and
agreements.
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Does Human Factor Contribute
to Mining Accidents? A Systematic
Literature Review Approach

Siti Noraishah Ismail and Azizan Ramli

Abstract Human factor always has been debated as the key factor contributes to
industrial accidents such as manufacturing, construction and many more. However,
there are lack of studies globally within this research to review and prove the human
factor is a primary cause of accidents atmining industry. The objective of this system-
atic literature review (SLR) study is to investigate the dominant factor contributes to
mining accidents by applying a Preferred Reporting Items for Systematic Reviews
and Meta-Analyses (PRISMA) method. Three main themes and fifteen subthemes
have been developed based on 25 selected articles from Scopus database. The find-
ings showed the organizational factor is the most dominant contributor to mining
accidents (53%) followed by human factor (27%) and situational factor (20%). In
conclusion, this finding hopefully could facilitate mine owners to improve orga-
nizational safety concern and provide a healthy safety culture in reducing mining
accidents in future.

Keywords Systematic literature review ·Mining industry ·Mining accidents ·
Organizational factor · Preferred reporting items for systematic reviews and
meta-analyses

1 Introduction

Various researches have claimed human factor has a great influence on industrial
accidents in construction industry [1, 2], manufacturing industry [3, 4] and many
more. Mining industry is the most hazardous industry and many mining accidents
have been reported such as coal mine accident in China [5], USA [6] and Turkey

S. N. Ismail · A. Ramli (B)
Faculty of Industrial Sciences and Technology, College of Computing and Applied Sciences,
Universiti Malaysia Pahang, Pahang Kuantan, Malaysia
e-mail: azizanramli@ump.edu.my

S. N. Ismail
Faculty of Chemical and Process Engineering Technology, College of Engineering Technology,
Universiti Malaysia Pahang, Pahang Kuantan, Malaysia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. H. A. Hassan et al. (eds.), Human-Centered Technology for a Better Tomorrow,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4115-2_48

593

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4115-2_48&domain=pdf
mailto:azizanramli@ump.edu.my
https://doi.org/10.1007/978-981-16-4115-2_48


594 S. N. Ismail and A. Ramli

[7]. However, there is a lack of study in reviewing the factors contributes to mining
accidents. Therefore, the objective of this systematic literature review (SLR) study is
to investigate the dominant factor contributes tomining accidents in year 2015–2019.

2 SLR Methodology on Mining Accidents

ThePreferredReporting Items for Systematic reviews andMeta-Analyses (PRISMA)
[8] was used to establish the SLR on factor contributes to mining accident. Scopus
indexed databasewas used for this review to ensure the quality of the articles reviewed
in this paper. Figure 1. shows the steps of SLR including;

i. Identification using search string: TITLE-ABS-KEY (“mine accidents” OR
“mining accidents” OR “mine accident” OR “underground mine accident”
OR “surface mine accident” OR “mine disasters” OR “mining disasters” OR
“mine hazard” OR “mine casualty”).

ii. Screening process include the articles published between years of 2015–2019
(5 years period of time) and journals in English language only on mining
accidents.

iii. Eligibility refers to the process that includes or excludes articles manually
according to the authors ‘specific criteria.

iv. Data abstraction and analysis include evaluate, reviewed, and analyzed
manually throughout the full text of articles (in-depth).

Fig. 1 The process of SLR
study. Adapted from [8]

Phase 4: 
Included
Final results: 

(n =25) 
[9-33] 

Step 3: Eligibility
Full-text articles assessed for 

eligibility (n = 119)
Removed the papers did not 
focus on mining accidents 

(n =94) 

Step 2: Screening
Records excluded (n = 1716).  

Records were screened (n = 119)

Step 1: Identification
Records identified through Scopus (n=1716) 
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3 Main Finding

The review managed to obtain 25 selected articles from China, Ghana, Spain, New
Zealand, Brazil, South Africa, Iran, and United States of America in year 2015–
2019. China was a leading country for published articles with 15 articles (studies)
related tomining accidents followed by SouthAfrica (3 studies), Iran (2 studies). One
paper from Brazil, USA, Ghana, Spain and New Zealand respectively. 18 coal mine
accidents were reported followed by iron ore mine accidents (3 accidents), platinum
mine (2 studies) and gold mine (2 accidents). Three main themes and fifteen sub-
themes were developed using thematic analysis with the assisted of PRISM approach
as shown in Table 1.

4 Discussion

Based on SLR study, the most dominant factor contribute to mining accidents was
organizational factor which resulted 53% (8 sub-themes) followed by human factor
(4 sub-themes) and situational factor (3 sub-themes) were resulted 27% and 20%
respectively. The findings have proven the dominant factor caused mining accident
was organizational factor and the least contributor was situational factor. Based on
SLR study, poor organizational portrays the lack of safety concern such as poor safety
management, poor leadership by supervisor, lack of safety training, lack of safety
education, poor safety culture, poor safety awareness, lack of rules and regulations.
Human factor such as human error, unsafe act, unsafe behavior, and inexperience
were reported as the second factor contributes to mine accident. This factor could
lead tomine disaster if the necessary precaution is neglected. Therefore, the adequate
training to mine worker and safety education are important as reported in China by
[9, 20]. Another important factor is situational factor such as geologic factor, poor
workplace environment and mechanical failure contribute to mining accidents.

Themining organization ormining industry should come outwith the new strategy
to minimize the mining accidents. One of promising solution is implementing a
healthy and positive safety culture in mining industry. Various industries around the
world industry already realized the potential of promoting a healthy safety culture in
organization to reduce large-scale disasters and accidents [34]. Safety culture focuses
on the root causes of accidents; not symptoms of accidents, leading to more effective
accident prevention strategy. To promote a good safety culture, safety knowledge
must be strengthened first such as knowledge on production and production equip-
ment, machine handling, safety awareness, knowledge on skills and competencies
and safety training [35]. Moreover, to foster a safety culture, it is important for the
mine owner to provide a safer working environment to mine workers.
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Table 1 Main themes and sub-themes

Theme Subtheme Type of mine accidents

Coal Gold Iron Platinum

Human factor Human error China [9–12], USA [13] Iran [14] South
Africa
[15]

Unsafe
behaviour

China [9, 12, 16, 17], USA
[13], Spain [18]

Iran [14,
19]

South
Africa
[15]

Unsafe act China [20, 17] Iran [14,
19]

South
Africa
[15]

Inexperience
worker

China [9, 12] Iran [19] South
Africa
[15]

Situational
factor

Poor workplace
environment

China [9, 21, 10], USA [13],
Spain [18]

Iran [14] South
Africa
[15]

Geological
factor

China [22–25]

Mechanical
failure

China [22, 23, 26, 22–24,
26–28], New Zealand [29],
Spain [18]

Ghana
[21],
South
Africa
[30]

Brazil
[31]

Organization
factor

Leadership
behaviour of
supervisor

China [10, 11, 16], USA
[13], New Zealand [29]

Iran [14] South
Africa
[15]

Organizational
deficiencies

China [10, 11, 16], USA
[13], New Zealand [29],
Spain [18]

Iran [14] South
Africa
[15]

Lack of rules
and regulations

China [9] South
Africa
[15]

Poor safety
culture

China [17]

Poor safety
awareness

China [9, 11, 12, 17] Iran [14]

Lack of safety
training

China [32, 10, 17], USA
[13], Spain [18]

Iran [19] South
Africa
[15]

Lack of safety
education

China [9, 20, 11], Spain [18]

(continued)
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Table 1 (continued)

Theme Subtheme Type of mine accidents

Coal Gold Iron Platinum

Poor safety
management

China [9–11, 11, 17], USA
[13], South Africa [33],
Spain [18], New Zealand
[29]

Iran [14] South
Africa
[33]

5 Conclusion

In conclusion, organizational factor (53%) is themost dominant contributor tomining
accidents based onSLRfindings.A healthy and positive safety culture seems possible
to be applied ifmine owner has a high commitment to promote it amongmineworkers
and hopefully the mine accident can be minimized in future.
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A Study of Occupational Stress and Risk
Factors Among Palm Oil Mill Workers

Y. L. Ting, Nur Syafiqah Fauzan , and M. N. I. Md. Yusuf

Abstract Occupational stress could damage the health of worker as it may affects
their emotional and physical wellbeing. The aim of the study is to determine the
relationship between depression, anxiety and stress level and risk factors (physical
environment, conflict at work and job requirement) among palm oil mill workers.
Fifty (50) workers from palm oil mill industries were participated as respondents.
Questionnaires and interviewed sessions were used to determine the level of depres-
sion, anxiety and stress, risk factors and relationship between the variables. The
result obtained reveal that majority of the palm oil mill workers have a normal level
of depression, anxiety and stress. Conflict at work was reported as top risk factor
that affect the worker’s psychological state followed by job requirement and physical
condition of the workplace. Lastly, there is a significant relationship between depres-
sion level and physical environment and job requirement (p = 0.001, r = −0.511)
(p = 0.000, r = 0.574). Anxiety level and job requirement also show a significant
positive relationship (p= 0.004, r= 0.403). In conclusion, the result shows a positive
and negative significant correlation between the variables. Besides normal and low
depression, anxiety and stress level was detected among palm oil mill workers. Thus,
the employer can continuously implement the control measure based on the nature
of work to maintain workers’ psychological state.
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1 Introduction

Stress is a physical, mental and emotional components that can result in physical
or mental stress due to the demands of the work environment nowadays. It is also
called as occupational stress that could damage the health of worker as it affects their
emotional and physical wellbeing [1]. The importance of assessing and concerning
on occupational stress, depression and anxiety level have emerging every job and
position. A study reported that work stress is responsible for 19% of absenteeism
cost, 40% of turnover cost and 60% of injuries at work [2]. Consequently, risk factors
that associated with the condition must be concerned.

Risk factors such as physical environment, conflict at work and job requirement
were described as common risk factors that could affect the worker’s psychological
state. Owing to drastic changes in recent years as a result of globalization, compe-
tition, technical developments and economic instability, the employment climate is
currently marked by a heavy workload, high job requirements and more conflict at
work [2]. Several studies proved that a plethora of factors can influence the mental
health of individuals including working environment, job requirement and conflict
at work [3–5]. Besides, physical environment as such noise may also affect the level
of stress [5].

The palm oil mill workers especially operators were believed that they were
exposed to large degree of noise during the operating day, experiences excessive
workload due to large production and have conflict at the workplace. However,
the effect of these factors towards the workers’ mental health is unknown. There-
fore, this study is conduct to determine whether the level of depression, anxiety and
occupational stress among palm oil mill workers will be affected by the risk factors.

2 Methodology

A combined questionnaire of NIOSH Generic Job Stress Questionnaire [6] and
Depression Anxiety Stress Scales (DASS) Questionnaire [7] was used to obtain
the necessary details from the respondents. The questionnaires were distributed and
sent to the palm oil mill workers through online survey to collect information about
demographic characteristic, risk factor, depression, anxiety and stress level.

About 50 respondents from production department in two palm oil mill industries
were selected randomly to participate in the study as respondents. As workers from
the production department are considered experiencing large workload, high possi-
bility of having conflict with co-worker and highly exposed to a high level of noise
due to the operating of several machines and equipment.

The data obtained were analyzed using IBM Statistical Package for the Social
Science Software (SPSS) Version 23.0. Descriptive analysis was carried out to
analyse the demographic of respondents and risk factors into percentage, frequency
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and mean. The relationship between depression, anxiety and stress level and risk
factors among palm oil mill workers were determined using Spearman’s correlation.

3 Results and Discussion

3.1 Background of the Respondents

Table 1 shows the frequency and percentage for the demographic details of respon-
dents. Descriptive analysis was conducted based on the information of section A in
the questionnaire to assess the background of the respondents. Respondents among
operators were predominantly male which are 47 respondents (94%) and married 38
respondents (76%). Majority of them were aged 31–40 years old and 40 years old
and above. Besides, most of them completed secondary level (41 respondents, 82%)
and work 8–9 h (25 respondents, 50%). Among 50 respondents, 43 of them (86%)
are Malaysian and 44 respondents (88%) are Malay.

Table 1 Demographic data
among respondents

Demographic Characteristic N (%)

Gender Male 47 94

Female 3 6

Age 20 years and below 3 6

21–30 years 8 16

31–40 years 19 38

41 years and above 20 40

Marital status Single 10 20

Married 38 76

Divorced 2 4

Working duration 8–9 h 25 50

10–11 h 9 18

More than 12 h 16 32

Nationality Malaysian 43 86

Non-Malaysian 7 14

Race Malay 44 88

Others 6 12

Educational level Primary school 5 10

Secondary school 41 82

Tertiary 4 8

Job Operator 50 100

N 50
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Table 2 Level of depression, anxiety and stress among respondents

Variables N (%) Level

Normal Mild Moderate Severe Extremely severe

Depression N 22 15 8 4 1

(%) 44 30 16 8 2

Anxiety N 28 2 9 6 5

(%) 56 4 18 12 10

Stress N 34 5 9 – 2

(%) 68 10 18 – 4

N 50

3.2 Level of Depression, Anxiety and Stress

Table 2 shows the frequency and percentage for the level of depression, anxiety and
stress among 50 respondents. Majority of the respondents had a normal level of
depression (44%), anxiety (56%) and stress (68%).

3.3 Risk Factor (Physical Environment)

Table 3 shows the frequency and percentage for the physical environment risk factors
including level of noise, level of air circulation, tidiness of work area and quality of
environment. A study done by Schonfield [8] found that workers who exposed to
poor environments will lead to depressive problems and decreased job satisfaction.
Majority of the respondents agreed that their working area is exposed to high level
of noise (74%). However, all the workers were provided and equipped with adequate
personal protective equipment such as earmuffs and earplug when doing their duties.

Besides, 29 respondents (58%) denied on their overall physical workplace envi-
ronment was poor. In term of level of air circulation, most of the respondents, which

Table 3 Frequency and percentage of physical environment

Risk factors

High level of noise Poor quality of
environment

Good level of air
circulation

Crowded work area

True N 37 21 43 10

(%) 74 42 86 20

False N 13 29 7 40

(%) 26 58 14 80

N 50
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is about 43 (86%), agreed that the workplace is under good and adequate air circu-
lation. While, there are 40 respondents (80%) denied their work area are awfully
crowded.

3.4 Risk Factor (Conflict at Work)

Table 4 shows the frequency and percentage for the conflict at work risk factor. There
are 18 respondents (36%) strongly agree there is harmony within their group while
only 4 workers (8%) moderately disagree on this statement. Majority of respondents
(13, 26%) (16, 32%) moderately agree on they have lots of bickering over the job
scope and there is dissension in the group respectively. Whereas, 12 respondents
(24%) were strongly disagree on both of the statement. Palm oil mill workers (24,
48%) strongly agree on the statement where there is friendliness among the members
of the group and 23 respondents (46%) strongly agree there is cooperation between
their group and other groups. In term of the statement on there are disputes between
my group and other groups, only 5 respondents (10%) strongly agree with it but most
of the respondents (15, 30%) given the option of neither agree nor disagree.

3.5 Risk Factor (Job Requirement)

Table 5 shows the percentage and frequency for job requirement risk factor. There
are 13 respondents (26%) and 11 respondents (22%) felt their job rarely require them
to work very fast and very hard respectively. Besides, same number of respondents,
which is 14 (28%), selected the option of rarely and sometimes for statement on how
often is there a marked increase in the workload.While, same number of respondents
(10, 20%) chosen the option of rarely, sometimes and fairly often for statement on
how often is there a marked increase in the amount of concentration required on the
job.

3.6 Risk Factor

Table 6 shows the determining factors that associated with the level of depression,
anxiety and stress. The top risk factor reported to affect the worker’s psychological
state was conflict at work (mean= 3.32± 1.03). Relationship between co-worker is
the most determinant factor due to workers spend most of the time at the workplace
and result the formation of workplace friendship [9]. The second important factor
was job requirement (mean = 2.97 ± 1.42) followed by physical conditions of the
workplace (mean = 1.45 ± 0.27).
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Table 4 Frequency and percentage of conflict at work

Question Conflict at Work

Strongly
disagree

Moderately
disagree

Neither
agree nor
disagree

Moderately
agree

Strongly
agree

1. There is
harmony
within my
group

Frequency
(N)

5 4 9 14 18

Percentage
(%)

10 8 18 28 36

2. In our
group, we
have lots
of
bickering
over who
should do
what job

Frequency
(N)

12 10 10 13 5

Percentage
(%)

24 20 20 26 10

3. There is
dissension
in my
group

Frequency
(N)

12 14 5 16 3

Percentage
(%)

24 28 10 32 6

4. There is
friendliness
among the
members
of my
group

Frequency
(N)

4 5 9 8 24

Percentage
(%)

8 ‘10 18 16 48

5. There are
disputes
between
my group
and other
groups

Frequency
(N)

12 10 15 8 5

Percentage
(%)

24 20 30 16 10

6. There is
cooperation
between
my group
and other
groups

Frequency
(N)

4 6 10 7 23

Percentage
(%)

8 12 20 14 46

N 50

Palm oil mill workers feel that their job rarely requires them to work fast, work
hard, increase in workload and concentration. Besides, overall quality of the physical
environment is good where the air circulation is adequate and the work area does
not awfully crowd. Although the workers feel that they are exposed to high level of
noise, however, they were provided with personal protective equipment.
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Table 5 Frequency and percentage of job requirement

Question Job requirement

Rarely Occasionally Sometimes Fairly
often

Very
often

1. How often
does your
job require
you to work
very fast?

Frequency
(N)

13 4 11 12 10

Percentage
(%)

26 8 22 24 20

2. How often
does your
job require
you to work
very hard?

Frequency
(N)

11 10 9 10 10

Percentage
(%)

22 20 18 20 20

3. How often
is there a
marked
increase in
the
workload?

Frequency
(N)

14 7 14 7 8

Percentage
(%)

28 14 28 14 16

4. How often
is there a
marked
increase in
the amount
of
concentration
required on
your job?

Frequency
(N)

10 9 10 10 11

Percentage
(%)

20 18 20 20 22

N 50

Table 6 Scores on risk
factors

Risk factor Mean Standard deviation (SD)

Conflict at work 3.32 1.03

Job requirement 2.97 1.42

Physical environment 1.45 0.27

N 50

3.7 Relationship Between the Depression Level and Risk
Factors

Table 7 shows the Spearman’s correlation analysis on depression level and risk
factors. The result signify that the p-value for the physical environment and job
requirement were below significant level (α = 0.05), which are (p = 0.001, r = −
0.511) and (p= 0.000, r= 0.574) respectively. This indicating that there is a signif-
icant negative correlation between the physical environment and depression level
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Table 7 Relationship
between depression and risk
factors

Variable Depression

Correlation coefficient
(r value)

Sig. (2-tailed) (p
value)

Physical
environment

−0.511 0.001*

Conflict at work −0.136 0.345

Job requirement 0.574 0.000*

N 50
*Correlation is significant at the 0.01 level (2-tailed)

while there is a significant positive correlation between job requirement and depres-
sion level. However, there is no significant correlation between conflict at work (p
= 0.345, r = -0.136) and depression level.

The level of depression increases when the physical environment of the workplace
deceases (negative relationship). For example,more crowdedworkplace, poor quality
of environment, poor air circulation and high level of noise could increase the level
of depression among workers. This statement have been supported by previous study
which revealed that physical condition such as high level of noise result in increased
level of depression [10]. It is also proved by another study where poor working
conditions can be major stressors for oil palm plantation workers [11].

Besides, the level of depression increaseswen the job requirement increases (posi-
tive relationship). This statement have been supported by a study which revealed that
there was a significant correlation between job demand and risk of depression [12].
It is also proved by another study where the requirement to work fast will increased
depression among blue-collar worker [13].

3.8 Relationship Between the Anxiety Level and Risk Factors

Table 8 shows the Spearman’s correlation analysis on anxiety level and risk factors.
The result signify that the p-value for the job requirement was below significant level

Table 8 Relationship
between anxiety and risk
factors

Variable Anxiety

Correlation coefficient
(r-value)

Sig. (2-tailed)
(p-value)

Physical
environment

−0.180 0.210

Conflict at work 0.007 0.960

Job requirement 0.403 0.004*

N 50
*Correlation is significant at the 0.01 level (2-tailed)
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Table 9 Relationship
between stress and risk
factors

Variable Stress

Correlation coefficient
(r-value)

Sig. (2-tailed)
(p-value)

Physical
environment

−0.218 0.128

Conflict at work −0.092 0.524

Job requirement 0.242 0.091

N 50

(α = 0.05), which is (p= 0.004, r= 0.403). This indicating that there is a significant
positive correlation between job requirement and anxiety level. However, there is no
significant correlation between anxiety level and physical environment (p = 0.21, r
= -0.18) and anxiety level and conflict at work (p = 0.96, r = 0.007).

The level of anxiety increases when the job requirement increases (positive rela-
tionship). This statement are supported by a study where it revealed that job demand
is significant associated with the prevalence of anxiety symptoms [14]. A chi-square
test was conducted to determine the distribution differences in anxiety symptoms
based on job characteristic and job demands. It is also proved by another study
where the workload of nurses has a positive effect on their psychological state. For
example, as workload of nurses increase, the level of anxiety also increases [15].

3.9 Relationship Between the Stress Level and Risk Factors

Table 9 shows the Spearman’s correlation analysis on stress level and risk factors.
The result signify that the p-value for all of the risk factors are above significant
level (α = 0.05). Physical environment (p = 0.128, r = −0.218), conflict at work
(p = 0.524, r = −0.092) and job requirement (p = 0.091, r = 0.242). These results
indicating that there is no significant correlation between stress level and risk factors.

4 Conclusion

The study had found that the respondents were predominantly male which are 47
respondents (83.9%) and married 43 respondents (76.8%). Majority of them were
aged 31–40 years old and 40 years old and above. Besides, most of them completed
secondary level (46 respondents, 82.1%) and work 8–9 h (30 respondents, 53.6%).
Majority of the respondents has a normal level of depression, anxiety and stress.
Conflict at work was reported as top risk factor that affect the worker’s psychological
state followed by job requirement and physical condition of the workplace.
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The significant relationship between depression and anxiety level and risk factor
among palm oil mill workers was identified in the study. Result showed a signifi-
cant positive correlation between job requirement and depression and anxiety level
whereas a significant negative correlation had shown between physical environment
and depression level. The presented findings encourage the companies continuously
implement the control measure based on the nature of work to maintain the level of
depression, anxiety and stress of workers.
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Effect of Mental Workload on Heart Rate
Variability and Reaction Time of Aircraft
Maintenance Personnel

Abdul Ghani Abdul Samad, Mohd Amzar Azizan, Md Hafis Khairuddin,
and Muhd Khudri Johari

Abstract Any employee’s mental workload can be assessed in a traditional
maintenance-nature workplace by recording psychophysiological elements, job
performance, and self-rating questionnaires/scales. This research focuses on mental
workload, which is defined as the cognitive demand of a task that was previously
studied (Galy et al. in Int J Psychophysiol 83:269–275, 2012 [1]). Measuring the
workload response of personnel was used to assess mental workload using the Easy
ECG Monitor Model PC-80A for heart rate variability (HRV) and an online RED
LIGHT–GREEN LIGHT Reaction Time Test for reaction time (RT). 20 personnel
(with approved pre-checked health conditions and consents) were selected for this
experiment. The results showed that mental workload significantly affects HRV as
the numbers indicate increased values of the powers in Low frequency (LF) band,
high frequency (HF) band, and the ratio of LF to HF; which are sensitive indicators
for mental and physical stress. The reaction time was also significantly affected as
the task-completion period was increased by two hours in between trials.

Keywords Mental workload · Heart rate variability · Reaction time

1 Background

1.1 Mental Workload

Mental workload is one of the many significant domains under human factors in
the aviation world. According to Charles and Nixon, workloads can be imagined as
inputs and outputs, both subject by users, requested by users from work and spent
by users to perform tasks [2]. Marinescu et al. highlighted that terms like “mental
workload” or “mental strength” have been used interchangeably to indicate their
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importance as compared to physical strength in assessing physical work performance
of aviation personnel—which include studies done to incorporate these elementswith
application of technology [3].

Poor performance occurs fromoverload information and there are limits on human
information processing capabilities.Bevilacqua et al. [4] stated that because of human
resource is limited, employees should not be burdened by assignment. To be sure
on the long-term productive efficiency, comfort, safety and health of the employee
is to maintain task demands so that they do not experience overloading an individual
[4]. Human brains constantly process inputs from mental workload accumulated.
The level of workload determines between the demand and the capacity.

Wu presented a theoretical framework that provides a systematic approach to
analyzing mental workload in manufacturing [5].

Behavioral analysis pilots suffering from excessive mental workload are affected
cognitively, particularly concerning actions related to short-term memory as
described by Causse et al. [6]. The human operator has limited capacity usually
in terms of attention or focus.

The performance measures based on high demands will lead to an increase in the
taskwhichwill reduce theperformance.The studyof psychological andphysiological
human factors may aid in predicting the work performance of maintenance crews as
mentioned by Wang and Chuang [7].

1.2 Issues

Thehuman capacity towork is limited.Due toworking longer periods, itwill decrease
the efficiency of working. However, fatigue simply defines as tiredness after working
continuously.

Physical fatigue has been studied mainly in fields, such as exercise physiology.
Setiawan et al. [8] stated that while they were focusing on mental fatigue, they were
not able to come up with a standardized testing procedure to assess fatigue. Levin
et al. [9] revealed that the subjective and complex elements of the entire domain is a
considerable factor.

Wendsche et al. [10] explained that aviationworkers in certain departments like air
traffic control, aircraft handling and aerospace operations are all exposed to fatigue
and stress. Laukkala et al. also shared the same sentiment that these workers, espe-
cially in air traffic control, aircraft handling, and aerospace operations are all exposed
to fatigue and stress [11]. Most of these are 24-hour operations, where they have to
be in constant situational awareness and they have the potential to become mentally
overloaded.
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1.3 Previous Research

Fatigue can come from various sources. Fatigue is dangerous but it is easy to prevent;
Härmä et al. had the same idea of a worker’s physical health, wellbeing and

conditions are crucial in determining level(s) of seriousness for fatigue [12].
This was considered to be a major deficiency in accidents and incidents in avia-

tion companies performing internal investigations as mentioned by Göker [13] in a
previous research. Fatigue is a manageable threat to transportation security that can
be mitigated by a combination of science-based rules, comprehensive risk manage-
ment programs, and individual responsibility. Tomeasure fatigues, HRV and reaction
time experiments are optimal options.

1.4 Heart Rate Variability (HRV)

The rate at which cardiac beats occur is known as heart rate, and it is normally
expressed in beats per minute.

Thomas et al. [14] said that an electrocardiogram or sensors that detect the cardiac
inter beat interval are used to assess HRV (IBI). Hoogendoorn et al. suggested that
heart rate and heart rate variability were used to assess physiological measures of
mental workload. Some heart rate research studies have looked into the effects of
physical pressure and mental stress on HRV [15].

Normal people’s electrocardiograms (ECGs) show intermittent variations in the
RR interval (the time between two consecutive R-waves of the ECG) when they are
at rest. Ichwana et al. [16] added that at rest, the normal heart rate is between 60 and
100 BPM.

1.5 Reaction Time (RT)

Many methods have been used to test the level of fatigue that occurs after various
types of mental workload.

Most investigators use the ergograph to show the effects of mental fatigue in the
regular series of voluntary muscle action, but such methods can only provide general
results and not allow them to know the mental fatigue.

Russell et al. [17] said that the wide differences in the participants involved, the
design of the cognitively taxing tasks used to cause mental fatigue, and the measures
used to measure performance outcomes can all be due to contradictory results in the
limited available literature.

While doing a lot of experiments at the time of reaction, various manifestations
of fatigue in the different recordings analyzed that fatigue had lasted after some long
experiments. Campbell et al. [18] mentioned that a different outcome acknowledges
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the ambiguous relationship between response time and respondents’ choices to assess
the level of fatigue by extending the response time; it is important to get an idea of
the out-of-state conditions that affect reaction time. Therefore, as it can be easily
understood, the main factor in the response to the reaction time is its concern.

1.6 Objective

The main objective is to evaluate whether the tasks performed in the trial experiment
will have any significant effect on the personnel’s heart rate variability (HRV) and
reaction time (RT) by using non-intrusive methods.

In particular, studies in aircraft maintenance are mostly the studies focused on
pilot mental workload as mentioned by Tanaka et al. [19] and Zhou et al. [20].

Heart rate variabilitywas also used in the study by utilizing “Simulator-based Ship
Handling” like how it was done by Kitamura et al. [21] and Sugimoto et al. [22].

2 Methodology

2.1 Experiment

Aircraft maintenance personnel and pilot incapacitation when involving fatigue have
become a big issue that causes many fatal accidents. So for this study, UniKL MIAT
(UniversitiKualaLumpur—Malaysian Institute ofAviationTechnology),which is an
ATO Part 147 aviation training school, will be the center of an experiment measuring
fatigue issues at workshop and hangar as in the real aviation industry.

Thus, the scope for this study is focusing more on sheet metal repair workshops
and limited to the UniKL MIAT students only—which are the same scenario as
working in an AMO Part 145 environment.

The limitation of this study is the difficulty of a base maintenance organization to
approve on the survey to collect the general information and data regarding fatigue;
so, having selected the respondents from UniKL MIAT students is the best solution
to resolve the limitation. A combination of 20 EASA Part 66—Aircraft Maintenance
Engineer License students from UniKL MIAT were chosen to base the research
on. For the record, none of the participants had a sedentary lifestyle, a history of
cardiovascular or musculoskeletal disorders, or were actively taking drugs that could
affect heart rate. On the days of the trial, the participants were asked to refrain from
any strenuous exercise as well as the intake of alcohol, nicotine, or caffeine.

The following information was gathered for the study:

i. During physical and mental workload output, heart rate (beat to beat data) was
measured using a heart rate monitor. This task consisted of 360 trials with a
total time of 10–13 min. as described by Luque-Casado et al. [23]
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ii. Subjective workload assessments for both mental and physical activities
(obtained from the measurement and estimation process).

iii. Range of reaction time measured for the participant in assessing to identify the
crack skin area for surface patch repair. This task had a total of 360 trials and
took between 10 and 13 min to complete.

2.2 Experiment

For the pre-test procedures, the participants were given a consent form that explained
the research protocols, advantages, risks, and exclusion criteria in order to participate;
theywere expected to sign it. Full explanation on how to use the heart ratemonitor and
how the experiment would be carried out were both given in explicit verbal instruc-
tions. Participants also completed a demographics form, which included questions
about their age, gender, ethnicity, and physical fitness.

For the actual procedure, on two different days, each participant repeated the
experiment (example: Monday and Tuesday) by following the same steps (although
the informed consent and the demographic questionnaire were conducted only on the
first day). The current thesis was based on the data collected during the two sessions.
The following protocols were followed:

i. The participants completed the demographics form and signed the consent
form.

ii. Each participant was given verbal instructions on how to use the simple ECG
monitor by an experimenter, which is a handheld portable device. It can be
uploaded to be saved in personal computers after entering into the ECG viewer
system. After the participant had put the display on, an experimenter visually
examined it.

iii. The resting heart rate was recorded after the HR monitor was turned on.
The participant was asked to sit still for the duration of this period - with
no significant movements or mental disturbances.

Each individual was responsible for both tasks and the protocol outlined above
was followed each time. Between each mission, a 5-min rest period was permitted.

The participants performed the mental and physical tasks on day one for 2 (two)
hours; on the second day, they would perform the physical and mental tasks for 4
(four) hours.

This was done to see if there were any possible order results. If the partici-
pants’ heart rates exceeded 85% of their maximum heart rate at any point during
the experiment, or if they stopped at any time without penalty, the experiment would
be terminated [24].

Any participant who had an abnormally higher or lower HR during the rest
time was not allowed to participate in the experiment. In both sessions, participants
followed the same sequence.
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Fig. 1 Online RED LIGHT–GREEN LIGHT reaction time test [25]

2.3 Apparatus

TheEasyECGSensorwas used as a heart ratemonitor. TheModel PC-80A,which is a
handheld portable device, uploaded all the data records of the waveform description
list—the PQRST wave. It included a 3-Lead Cable, Pack of Pads, and a USB cable
which can be uploaded to be saved in personal computer after entering into ECG
viewer system. Beat to beat (RR) intervals, or the time between beats, were used to
capture the heart rate data.

For the reaction time testing, the University ofWashington’s online REDLIGHT–
GREEN LIGHT Reaction Time Test was utilized as shown in Fig. 1. This simple
reaction time is a convenient and continuous performance test for long-term testing
of awareness.

2.4 Tasks

Acollective of various aircraftmaintenance taskswas sequenced for every personnel;
they were instructed to complete their work as quickly and accurately as possible
whilst referring to the specific safety regulations, standard operating procedures, and
maintenance manuals.

During the entire process, their heart rates would be recorded for five minutes
and they would be tested with the RED LIGHT–GREEN LIGHT Reaction Time
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Test—right after they have completed each task. The tasks involved were expected
to be completed within 120 min; the details are as mentioned below:

i. Assessing the damage of a metal structure—identifying stressed/cracked skin
(10 min)

ii. Making a circular patch that has uniform strength in all directions—which
included calculating the rivet diameter, rivet length, edge distance, rivet pitch,
rivet gage, rivet per inch, and several rivets. Verification and reference docu-
ments used were the AC 43.13-1B/2A/aircraft repair manual / Sheet Repair
Manual (SRM) for the recommended shape for the patch and repair completion
(50 min).

iii. Preparation of protruding head rivet holes on aircraft structures—every hole
must have accepted MS20426AD3 after the patch was reinstalled on the skin
and the holes have been drilled (30 min).

iv. Preparation of flush rivet holes on aircraft structures—depending on the
thickness of the skin (30 min).

3 Analysis

3.1 Variables

There were 2 independent variables; task type (mental task and physical task) and
trial order (it was done in two ways—physical task and mental task was done in the
morning or the afternoon).

There were four categories in the dependent variables as follows:

i. The power in the LF (low frequency) and HF (high frequency) bands, as well
as the ratio of LF to HF, were included in the frequency domain output for R-R
intervals during both the mental and physical tasks. These components were
discovered through HRV power spectral analysis.

ii. For both tasks, the time-domain output is as follows: The time domain value
of interest was a root, which was defined as the square difference of successive
RR intervals (RMSSD). This metric was used to see whether the RR interval
data for the physical and mental tasks differed.

iii. The level of time measured and preparation after each task for the participant
is identified and calculating the crack skin area.

iv. Level of fatigue on workload assessed during drilling and flush rivet.

3.2 RR Interval Data

The data for the RR interval was derived directly from the heart rate monitor. The
easy ECG Monitor Model: PC-80A uploaded all the data records of the waveform
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description list that can be uploaded to be saved in PC after entering into the ECG
Viewer System.

There are two types of HRV analysis methods: time-domain and frequency-
domain. The data over some time-domain and frequency-domain analyze a mathe-
matical function or a signal for the frequency.

3.3 Time Domain Analysis

The raw RR interval data was used to obtain the time-domain parameters. The stan-
dard deviation and mean of the RR intervals are the most common time-domain
indicators.

Short-term variation is defined by the square root of the standard deviation of
the differences between consecutive RR intervals (RMSSD). The RMSSD values
obtained were used in this research.

3.4 Frequency Domain Analysis

The power spectral density (PSD) measurement provides details on power distri-
bution as a function of the frequency. In this research, the RR interval time series
was used. If the spectrum estimate had been made using this raw interval data, there
would have been more harmonic components in the range.

The RR interval signal was interpolated before the spectral analysis to obtain an
equally sampled signal from the raw data. Signal de trending was the term for this.
The trend could be eliminated using the smoothness prior’s method, or the first or
second order linear pattern could be omitted.

The conventional non-parametric approach of using fast fourier transformation
(FFT) and parametric method based on autoregressive models can both be used to
estimate the PSD.

The non-parametric analysis was used in this study. The band powers were
measured as powers of these components after splitting the spectrum into compo-
nents. Low frequency (LF, 0.04–0.15 Hz) and high frequency (HF, 0.15–0.4 Hz)
frequency bands were used [26].

The power of the LF and HF bands in absolute values, the normalized power of
the LF and HF bands, and the LF to HF ratio were the frequency-domain parameters
measured. The statistical analysis for this study used HF, LF, LF/HF absolute values
(natural logarithm transformed), and normalized units.
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4 Results

The participants did the two-hour mental and physical tasks (trial order 1) followed
by the four-hour mental and physical tasks (trial order 2).

Despite the fact that the software produced standard units for each component,
the absolute power values for each component were taken to represent the maximum
power distribution across the spectrum. The LF and LF power components (i.e.
absolute power values) were evaluated after the natural logarithmic transformation
due to the measure of the probability distribution’s asymmetry. Tables 1 and 2 show
the complete methods and standard deviations for each dependent variable.

The statistical analysis involves all of the variables mentioned above. All of the
variables were subjected to an ANOVA. Tables 3 and 4 show the ANOVA p-values,

Table 1 Dependent variable for standard deviations and averages (Trial 1—two hours)

Trial order 1 (2 h)

Mental task (L) Mental task (H) Physical task (L) Physical task (H)

Ln (low frequency
(LF))

3.65 (1.13) 4.89 (1.27) 6.78 (1.32) 7.12 (0.98)

Ln (high frequency
(HF))

3.49 (0.86) 3.34 (1.23) 3.21 (1.12) 3.04 (1.31)

LF (n.u) 73.0 (11.4) 77.0 (14.6) 79.0 (12.5) 82.0 (7.49)

HF (n.u) 25.7 (9.3) 23.6 (12.4) 21.2 (6.7) 20.6 (11.6)

LF/HF ratio 4.21 (2.4) 5.23 (2.3) 5.46 (2.6) 5.92 (2.1)

Root means square
standard deviation

19.4 (9.5) 25.0 (23.7) 29.7 (20.3) 33.8 (25.5)

Note L Light; H Heavy

Table 2 Standard deviations and averages for dependent variables (Trial 2—four hours)

Trial order 2 (4 h)

Mental task (L) Mental task (H) Physical task (L) Physical task (H)

Ln (low frequency
(LF))

3.13 (1.29) 4.13 (0.89) 5.34 (1.32) 5.99 (0.98)

Ln (high frequency
(HF)

3.35 (0.86) 3.29 (1.23) 3.21 (1.12) 3.03 (1.31)

LF (n.u) 71.0 (9.3) 72.0 (12.3) 74.0 (10.4) 79.0 (8.67)

HF (n.u) 25.3 (8.4) 23.5 (10.4) 21.4 (5.3) 20.4 (9.5)

LF/HF ratio 4.31 (2.7) 4.97 (2.5) 5.43 (2.4) 5.86 (2.1)

Root means square
standard deviation

18.9 (10.3) 23.6 (21.3) 27.6 (21.3) 31.3 (23.5)

Note L Light; H Heavy
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Table 3 ANOVA p-values (trial)

Trial

Dependent
variables

Mental task (L) Mental task (H) Physical task (L) Physical task (H)

Ln (low frequency
(LF))

0.673 0.789 0.876 0.987

Ln (high frequency
(HF))

0.245 0.678 0.923 0.875

LF/HF ratio 0.564 0.753 0.712 0.784

Root means square
standard deviation

0.932 0.954 0.923 0.967

Note L Light; H Heavy

Table 4 ANOVA p-values
(task)

Task

Dependent variables Trial 1 Trial 2

Ln (low frequency (LF)) <0.0001* <0.0001*

Ln (high frequency (HF)) <0.0001* <0.0001*

LF/HF ratio 0.456 0.267

Root means square standard deviation <0.0001* <0.0001*

with “*” indicating important p-values. For any of the dependent variables, trial order
is not a relevant factor.

The task in this research is split into two ANOVA analyses for Trial 1 and Trial 2
as shown in Tables 3 and 4. The p-values for the LF and HF components are <0.0001
for the tasks of Trial 1 (two hours) and Trial 2 (four hours). Based on the significant
p-values for both trials obtained, the results showed that task types during Trial 1 and
Trial 2 affected both LF and HF components.

The p-values for the RMSSD are also <0.0001 for the tasks of Trial 1 (two hours)
and Trial 2 (four hours). Hence, it can also be interpreted that task types during Trial
1 and Trial 2 affected the personnel’s reaction time.

5 Discussion and Recommendations

5.1 Discussion

In this research, a significant effect of the task type on both HF, LF and RMSSD
components was shown. A number of studies had been conducted with prolonged
support and the principal findings of this research aligned with those studies. The
key finding of this research is that HRV indices, such as LF, HF, and the LF/HF ratio,
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are sensitive measures of mental and physical stress, which is consistent with many
other studies using either prolonged [27] or short-term recordings to psychosocial
stressors [28].

The HF power factor and the time-domain variable RMSSD are highly correlated.
The rise inRMSSDvalueswas important for both tasks,with themental task being the
most prominent. The explanation for thismay be that the respiratory sinus arrhythmia
regulates the HF capacity [26]. There may have been shifts in breathing patterns as
a result of the mental task’s nature, reducing the HF components and suggesting an
improvement in HRV.

As a result, all heart rate variables were found to be responsive to physical and
mental stress. With an increase in demands, the HF component decreased. It was
particularly responsive to physical demands, and during the physical task, it was
reduced. The LF variable increased in response to an increase in overall stress
levels and was more responsive to the mental activity. Regardless of the type of role
performed, the LF/HF ratio increased as demands increased. The RMSSD compo-
nent differed from the HF component in that it was a sensitive measure of physical
stress.

The real tasks were designed to simulate mental and physical stress, while the
laboatory tasks were designed to simulate mental and physical stress to provide
as close to a productive working atmosphere as possible. However, since college
students seldom do extreme work, the physical activity may not be very realistic for
them. The aim was to create a general manual task handling system. In fact, those in
charge of these tasks may be more accustomed to and capable of completing them.

In real time, the mental task may not be a condition. Responses to job complexity,
extra work, multitasking, and scheduling breakthroughs (shift work, or any airline
industry) are more realistic examples of psychological pressure.

6 Conclusion

The current research looks at only one of these responses, namely the heart’s reac-
tion to physical and mental stress induced in a lab environment. These responses,
however, are of interest not only as stress markers, but also as a potential corre-
lation between psychosocial stress and a variety of physical healthcare outcomes.
Future research could look at how HR variables affect task intensity and location in
different situations. Rather, it investigates the potential effects of induced physical
and mental stress on cardiovascular disease (CVD). Although this study does not
directly link CVD triggers to HR variability, it does so implicitly. The association
between perceived workload ratings and heart rate variables will be further explored
in the future.
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A Review on the Mental Workload
and Physical Workload for Aircraft
Maintenance Personnel

Abdul Ghani Abdul Samad, Mohd Amzar Azizan, Md Hafis Khairuddin,
and Muhd Khudri Johari

Abstract This paper reviews the nature and differences of both mental workload
and physical workload that exist in the maintenance working culture. From general
point of view to aviation maintenance in specifics, it can be ascertained that both
workloads are equally imperative to be balanced and distributed to ensure effective-
ness of work completion and safety for working personnel. While physical workload
is more apparent and noticeable by many, mental workload can actually become
evident from emotions conveyed and physical interactions displayed. It is hoped that
industry players can focus on both mental workload and physical workload issues
equally when it comes to personnel’s welfare and wellbeing to ensure win–win
environment for all. This review will be used as a main reference for a subsequent
research focusing on the relationship of physical workload and mental workload
toward aircraft maintenance personnel’s reaction time and heart rate variability.

Keywords Mental workload · Physical workload · Aircraft maintenance industry

1 Fatigue

Fujita et al. [1] generally address fatigue as either physical or mental. Other definition
of fatigue is loss of capacity to respond of an organism or part to function normally
because of excessive workload. It is normally the results of a person who works
beyond their limitation or capacity due to exertion. Based on Abdul Hamid et al. [2],
fatigue is described as a temporary inability or decrease in capacity or general objec-
tion to responding to a situation as a result of previous mental, emotional, or physical
overactivity. Fatigue can also affect to the worker performance decrement due to
extreme mental workload. Colle and Reid [3] revealed much earlier on how mental
workload’s subjective nature prohibits certain levels of understanding and testing.
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It has been initiated that mental workload relays to restriction of individual capa-
bility to accomplish the task given since the mental workload level cannot be directly
detected. Shakouri et al. stated that many researchers prefer physiological workload
measurements to subjective ones because they don’t involve a direct response from
the person, while subjective ones are based on the operators’ emotional state and
experiences during the mission [4].

Marquart et al. [5] said physiological measurements tend to be an appealing
workload evaluation tool since they can be obtained without the need for subjective
responses which concluded secondary performance. Most of these are 24-hour oper-
ations, where they have to be in situational awareness and they have potential to
become mentally overloaded. In general, limiting work hours alone is insufficient to
combat fatigue. Flynn-Evans et al. [6] detailed that fatigue caused by sleep depriva-
tion and circadian misalignment has long been recognized as a danger in jobs that
include 24-hour operations. Basically, in every airline company all over the world,
passengers’ safety always become their main priority that need to be emphasized
every time an aircraft is flying in the sky. Morris et al. [7] estimated that fatigue
plays a role in 4–8% of aircraft accidents, which can result in millions of dollars in
damage and casualties in a single incident. It has also been researched by Karanikas
and Nederend [8] that fatigue can dangerously cause many impacts that will lead
to fatal aircraft accidents that can cause death to all the passengers and flight crew
onboard the aircraft. Fatigue can also affect the pilots’ critical thinking especially
when it requires them to make decisions during emergency situations. Zaslona et al.
[9] stated that the International Civil Aviation Organization (ICAO) demands that
airline management, pilots, and support staff share responsibility for fatigue risk
management. For aircraft maintenance personnel, fatigue would also give effects
on them while completing their task on ground before releasing the aircraft to fly.
Therefore, as fatigue cannot be eliminated, it must be managed.

Furthermore, sleepiness is another concept of exhaustion, which refers to an indi-
vidual’s inability to fall asleep due to a neurobiological need for sleep that triggers
sleep drives. Sadeghniiat and Yazdi [10] said sleepiness also defines that fatigue
is affected by the amount of sleep and the time of person awake after sleep. This
underlined that sleep is one of the factors on fatigue. There are many other causes by
fatigue such as stress, tiredness or drowsiness but 95% of fatigue results from inad-
equate amount of sleep. The problems occured could be classified as fatigue due to
extended wakefulness where the workers have to stay awake for long shifts and work
for a long period of time [11–14]. Tucker [15] explained that researchers can use a
number of concepts and metrics to describe and measure fatigue in consideration of
both physiological and psychological reactions. They also assume that if they will
themselves to feel more alert or sleep-deprive themselves enough to adapt, they can
learn to live with less sleep [15].

For many years, investigations had been carried out because of many accidents
and in all modes of transportation where fatigue is referred to as a possible cause or
contributing factor. Wu et al. [16] detailed on how human factors account for more
than 76% of current aircraft incidents, with pilots’ service failures due to fatigue
accounting for more than 60%. Liu and Guo [17] mentioned that based on a large
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amount of evidence, human errors account for half of all incidents; and fatigue related
failure as a component of human errors has become a major cause of accidents.
Burgess et al. [18] said that accidents caused were categorized using information
from the NTSB final report. It is critical to reduce fatigue related injuries, prevent
workplace injury, and reduce job related fatigue [18].

Fatigue diminishes one’s ability towatch, alert and observe the aircraft’s handling,
piloting and maintenance needs. Hanakova et al. [19] said that human factors are to
blame for the majority of aviation injuries and accidents. Hobbs et al. [20] reported
that fatigue is increasingly recognized as a hazard that must be managed by the trans-
portation industry. It is, therefore, an important factor influencing human efficiency,
and thus a topic of debate among aviation authorities such as the ICAO, FAA, EASA,
and others.

2 Mental Workload

With the increased use of technology in the workplace, mental strength has become
more important than physical strength [21]. In the real world, many tasks require
mental information to be processed simultaneously with physical activity. As quoted
from Basahel [22]: “Mental workload may be viewed as the difference between the
capacities of the information processing system that are required for task performance
to satisfy performance expectations and the capacity available at any given time.”

Hart and Staveland [23] stated that working load can be defined as NASA Task
Load Index developer (NASA-TLX) workload can be defined as “the cost incurred
by a human operator to achieve a particular level of performance” that may have
harmful health implications. The effects ofmentalwork on health, especially the links
between mental workload and cardiovascular diseases has been widely investigated.
The risk of coronary heart disease is increased through work-strain (high demands
of employment and/or low decision-making capacity). The reason for using this
concept in this research is that the current consensus was that the high and low level
of mental workload negatively impacts performance with the strong link with human
performance. Reichlen [24] said that human factors, mental workload is a thoroughly
investigated topic and is becoming increasingly important as new technology imposes
higher cognitive needs.

Hefron et al. [25] stated that the first use of statistical machine learning to a
model that enables prediction of mental workload from physiological signals is a
very common method for estimating mental workload. If a worker is physically
exhausted for a long period of time, the worker will also be mentally tired. At the
end of the day, a human body needs to sleep to rejuvenate. A pilot, for example,
is possible to instantly process a large quantity of flight information and decide on
the situation. As a result, there can be a high mental workload or even excess. Cain
[26] summarized that many factors, which make definite measurement difficult, can
influence mental workload; and the degree to which workload affects performance
is sometimes unclear. When the task has more demand and subsequently becomes
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more difficult, the worker will need more time to accomplish the task [26]. Durantin
et al. [27] explained that the end result of extreme mental stress can be a cognitive
tunnelling phenomenon that can be defined as the incapacity for the operator to
convert responsiveness to another task.

Ranchet et al. [28] concluded that task output can decrease when the cognitive
workload exceeds a specified cognitive resources.Theword “mentalworkload” refers
to the job requirements as an individual, external variable for which workers must
cope more or less effectively. Performance deterioration has been observed during
rapid, unexpected workload increases. Workload should be viewed as a dynamic
response to task requirements that is dependent on the availability and utilization
of resources. Mental workload attempts to measure the extent to which occupa-
tional activity matches or exceeds the worker’s capability. Rusnock and Borghetti
[29] described that workload refers to how much effort an operator expends when
performing a task, and it is determined by both the operator’s context and external
factors.

Aircraft, ships, trains, trucks and buses are complex machines that require the
attention of operators, maintenance personnel, and others who perform critical safety
tasks. Dehais et al. [30] said that long periods of intense and prolonged cognitive
activity trigger active cognitive exhaustion; which is also known as mental fatigue.
Whether it is driving a commercial vehicle, transport operators, or even airline pilots
andmaintenance technicians; theymust have enough rest to get enough sleep. Fatigue
has a variety of effects on pilots and cabin crews’ ability to operate; and it is one of
the most important human factors affecting safety [30].

3 Physical Workload

Fatigue may be physiological or psychological. The body’s need for replenishment
and regeneration is reflected in physiological exhaustion. Physical workload refers
to the amount of physical energy spent while performing a job, and it is influenced
by the nature of the job, preparation, motivation, and external factors.

As stated by Sadeghniiat and Yazdi [10], fatigue is affected by the amount of sleep
and the time of person awake after sleep. Respiration, blood pressure, metabolic
effects, and work physiology parameters such as physical and psychological stress
are the key factors that affect the attitude of momentary heart rate [10]. Martin et al.
[31] discussed that physiological measures, rather than subjective rating scales, can
provide an objective assessment of workload according to the analysis. Orlandi and
Brooks [32] on the other hand, said that the physiological responses could be used
to assess training changes and results in the future; and they could also be used to
indirectly track levels of mental workload.
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4 Aircraft Maintenance

Aircraft maintenance is a complex inter-related process, which involves dili-
gent human interaction with aircraft systems and related machine components.
Fernandez [33] described that there are two types of aircraft maintenance the line
maintenance and base maintenance. Junqueira [34] added that it is important to
emphasise the importance of aircraft maintenance in aviation industry. The purpose
of aircraft maintenance is to deliver a predictive state of certainty in terms of aircraft
reliability, operation, performance, safety, quality and airworthiness [35]. Preven-
tive maintenance often contributes to an aircraft’s airworthiness by obtaining and
analyzing component reliability data to assess whether those components need to
be replaced or serviced. Maintenance activities are the backbone of a successful
and profitable airline company. Callewaert et al. [36] said that the airline industry
relies heavily on aircraft maintenance;maintenancemaintains fleet airworthiness and
has a significant impact on an airline’s operating costs. An aircraft on the ground,
especially for service or other maintenance, cannot generate revenue. The goal is to
maintain airplanes in good working order so that they are available for use as needed.

At the strategic level, airlines either set up organization units such as their own
Line Maintenance Operation (LMO) unit and Base Maintenance Operation (BMO)
orMaintenance Repair and Overhaul organizations (MRO) to service regular aircraft
maintenance.Makrygianni [37] argued that since it consists of numerous contributing
parts of the aviation industry, the aviation maintenance ecosystem is clearly defined
as a complex sociotechnical structure. In the domain of an airline’s day-to-day oper-
ations, all activities aimed at restoring any functionality of a product during its
lifecycle are referred to as maintenance, according to Palmarini et al. [38]. Aircraft
line maintenance is the last remaining interface at the end of the chain of all main-
tenance activities, where all aspects of maintenance must work together to achieve
the desired level of safety and operation.

In aviation, aircraft maintenance works based on time to retain the airworthiness
of the aircraft available for daily flights. Millions of dollars can be lost caused by
the delays of flight schedules, in addition to the possibility of airlines losing their
customers’ trust regarding this issue. As mentioned by Ionescu and Kliewer, [39]
additional, so-called reactionary costs can be incurred because of delays, cancella-
tions, and resource reassignment. As a result, operating costs are often higher than
expected. This is also intended to emphasize more on the consequences toward the
line maintenance personnel; this is so they would be aware and take precaution steps
as described by Abdul Samad and Omar [40]. Aviation maintenance is carried out in
many different environments, but the most familiar is in commercial airlines; which
include Line Maintenance Operations (LMOs) and hangar maintenance. In aviation
maintenance organisations, there are two types of workshop operations. These work-
shops are usually parts of hangar maintenance organization. They mainly support
out-of-service aircrafts, though some line maintenance assistance is provided when
required.



632 A. G. Abdul Samad et al.

Lee et al. [41] detailed that (i) scheduled inspections, (ii) modifications to the
airframe structures by an airworthiness directive or engineering order, and (iii) special
inspections ordered by the airline; these are all part of hangar maintenance. The
aircraft is out of service while undertaking hangar repairs. Chiu and Hsieh [42]
described how the operators had organised the work process prior to the maintenance
work. The other types of maintenance shops at an airline hangar are the engines,
hydraulic, avionics, pneumatic systems, structures, and other advanced equipment
on aircraft; these are supported by overhaul shops. Knight [43] stated in her thesis that
once an engine has been removed from the aircraft, it is shipped to an MRO facility
for disassembly, inspection, repair, reassembly, and acceptance testing processes.
The works done in these shops are on aircraft equipment that have been removed
during line or hangar repair operations [43].

Work on a flight line can be stressful at times due to flight schedules, main-
tenance emergencies, inclement weather, and the ever annoying “time constraints.”
Korvesis et al. [44] explained that scheduledmaintenance is the conventional method
of repairing equipment, in which maintenance activities are planned ahead of time
and carried out on a regular basis. Hangar work, on the other hand, can be less hectic
because there is more time to complete each task, but there are still a time limit and
other pressures. Pimapunsri andWeeranant [45] further added that the number of the
unplanned activity depends on the type of check and the flight hours of the aircraft.
Qin et al. [46] described that one of the most important responsibilities of a main-
tenance company is to create a maintenance programme that entails considerable
organisational decision-making. This includes each aircraft’s maintenance schedule.

Aviation maintenance, inspections and modifications of equipment are to be
completed within a certain amount of time. Erkoc and Ertogral [47] proposed
an overall programming model to minimize total emergence by yielding optimum
time for startup revision for spin element on parallel processing line and table swap
for order. These are to discourage general lack of recognition of fatigue as a work-
place hazard. Jayawardena [48] outlined that human error is caused by a variety of
factors, including a lack of experience, insufficient processes, and the work envi-
ronment. While the larger airlines generally have appropriate fatigue management
system in place for flight crew, there does not seem to be the same recognition of
fatigue as a workplace hazard for maintenance personnel.

5 Conclusion of Review

A healthy relationship must be distinguished between workload and strain on the
individual. Physical workloads, for example, can gradually increase the health risk of
workers due to unfavorable postures or heavy lifts and carriages. Physical workload
is correlatedwithmental workload. As the physical workload is increased, themental
workload will also be increased. With regard to physical workload, it is conceptually
reasonable that a combination of working strength by work time can be used to
eliminate the effect of the accumulatedworkload on theworker (i.e. typically fatigue).
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On the other hand, the accumulated size of the workload effect may not be equivalent
to the measured size of the momentary workload. Mental overload can be caused by
a number of factors, including job complexity and time constraints, but it also tends
to be influenced by other factors, such as alertness.

As a result, solutions aimed at reducing workplace injuries and accidents must
be taken into account as both are organizational.

The compilation of this review will contribute in providing new knowledge to
Malaysia’s aviation industryworking environment in sheet metal workshop about the
risk ofmentalworkload and fatigue.Moreover, the results can also be used to enhance
the importance of managing and coping on fatigue during work. It also contributes in
terms of developing awareness about fatigue among line maintenance airline worker.
The effects of (i) steady-state exercises and (ii) mild, moderate, and high-intensity
exercises on heart rate variability have been studied in the past. Future research may
look at howpower spectral components behavewhen amental task and a physical task
that emulatemanual regularmaintenance are completed. In order to better understand
how physical and mental tasks influence existing stress, such as heart rate variables,
the possible effects of task type and trial order have been investigated.
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Significance of Aircraft Maintenance
Personnel’s Reaction Time During
Physical Workload and Mental Workload

Abdul Ghani Abdul Samad, Mohd Amzar Azizan, Md Hafis Khairuddin,
and Muhd Khudri Johari

Abstract The paper examines the significance of reaction time recorded by aircraft
maintenance personnel whilst undertaking both physical and mental workload in an
aircraft maintenance hangar setting. The workloads included surface patch repair,
implementing corrosion prevention on mating surface, calculating various rivet
dimensions, verification of patched skin, and drilling necessary holes on the intended
layout of the patched skin. Their reaction time was recorded using the online RED
LIGHT—GREEN LIGHT Reaction Time Test. Both mean and standard deviation
were analyzed; reaction time was measured in milliseconds (ms) for all the seen
tasks types given. Results have shown a significant increase in reaction time between
Trial 1 (two hours) and Trial 2 (four hours). It is hoped that future studies can focus
more on personnel’s reaction time during work as an alternative for maintaining
personnel’s safety and wellbeing.

Keywords Reaction time test · Aircraft maintenance tasks ·Workload

1 Background

In aworkingmemory task, the present study discovered that task complexity and time
pressure have additive effects, which explains why these variables are often listed in
connection with workplace health and safety concerns. Furthermore, their combined
effect on mental workload measurements was modulated by memory; indicating that
rather than concentrating on individual job characteristics, itmight bemore beneficial
to understand the overall work situation, including work schedules.

Fallahi et al. [1] suggested that as the workload of the operator rises, their mental
fatigue increases, their stress levels rise, and their mental health deteriorates [1]. At
low level workload, users can often be frustrated and disappointed when processing
information, thus increasing reaction time. But, high level workload can also be a
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problem and even dangerous as it creates confusion, reduces the performance of
information processing and raises the risk of mistakes by International Civil Avia-
tion Organization (ICAO) [2]. From the 1960s to the 2009s, several studies were
conducted on the impact of time on task on vigilance or sustained attention [3].

Most of these analyses changed the task demand such as the event rate, and
explained how output changed over time on task based on Trials 1 and 2. The results
of reaction time have often been overlooked inmore recentmentalworkload research.
However, workload estimation via physiological measures such as eye tracking and
electroencephalogram (EEG) has shown to be task dependent [4].

Serrano et al. [5] mentioned one theory that summarizes inattention causes people
to ignore vital emotional signals. Secondly, in most cases, it seems that this proce-
dure progressively decreases the time and people become capable to concentrate
on the act. Kowsari et al. [6] reported that the subject would hear a warning beep,
focus on the screen and respond by the left hand. Brungart et al. [7] added that in
human perception, auditory localization is crucial. Hearing helps us to hear sounds
coming from anywhere in the world and to easily focus our visual attention to them.
Therefore, when one reacts to a specific auditory or visual stimulation, they adopt
a mental attitude in front of the stimulus in order to appreciate the brief sensation
of acceleration. To some degree, the sensory impression forces the motor act, which
was initially of a distinctly willed nature.

Amir Kassim et al. [8] stated that the results of the reaction time tests revealed
that participants were substantially slower in responding to auditory stimuli than to
visual stimuli, which is possibly due to variations in how visual and auditory stimuli
are processed. Cinaz et al. [9] said that one stimulus and one response are used
in basic reaction time experiments [9]. This is usually found at the end of a long
series of reaction time tests, when the individual involuntarily performs the normal
motor act of response when a sensory stimulus appears at an unexpected time. Zhu
et al. [10] added that one of the most severely impaired cognitive areas is focus. The
psychomotor vigilance task is one of the most common tests of sustained attention
(PVT). If concentration is themost important factor influencing the length of reaction
time responses, fatigue is more than likely to have an impact by gradually decreasing
the power of attention.

2 Methodology

Personnel for this study are semi-skilled students enrolled in European Avia-
tion Safety Agency (EASA) Part 66—Aircraft Maintenance Engineer License
programmer. 20 students fromUniKLMIATwere chosen for this experiment, which
is an aviation training school under approval training organization (ATO) Part 147.As
they were taking license courses throughout the program, they could be considered
as working aircraft maintenance personnel. The workloads included surface patch
repair, implementing corrosion prevention on mating surface, calculating various
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rivet dimensions, verification of patched skin, and drilling necessary holes on the
intended layout of the patched skin.

For the reaction time test, the REDLIGHT—GREENLIGHTReaction Time Test
was utilized to record everyone’s reaction time [11]. The test itself is uniquely simple
and easily accessible. It has been proven to be both valid and useful; as simple as it is,
it still measures reaction time efficiently without exerting significantly more mental
workload or physical workload after their individual maintenance tasks. In short, by
the end of the experiment, every participant will have taken this reaction time test a
few times. To take the reaction time test after every completed maintenance task, the
participants simply need to open the website and click the start button. By now, the
short instructions and the background colour displayed on the same button will have
changed and the participants will have to continue clicking button every time: (i) the
red light switches to green light, (ii) when the button instructs to continue with the
next round (until the 5th round), and (iii) when the button says “Done!”.

It has been documented that every participant did not have the following condi-
tions whilst they were taking part in this experiment: have practiced sedentary
lifestyle, have had history of musculoskeletal disorders or cardiovascular, and have
recently consumed medicines or drugs that may influence heart rate. They were
also regularly reminded to avoid any intensive activities, alcohol, tobacco, or caffeine
intake during the days of the experiment. The data collected consisted of reaction
times to finish their given tasks respectively.

3 Analysis

The data were analyzed in order to get Mean (M) and Standard Deviation (SD) as
shown in Table 1. The reaction times were measured in milliseconds (ms) for all
tasks given during Trial 1 and 2.

The statements for the reaction times recorded in Table 1 are as follows:
*initial figure isM; followed by a later figure in parentheses, which is the SD.

Table 1 Standard deviation (SD) and mean (M) for reaction times

Trial 1 Trial 2

M SD M SD

1 Resting heart rate 0.368 0.023 0.352 0.031

2 Evaluation 0.256 0.031 0.267 0.023

3 Calculating and sketching 0.267 0.034 0.297 0.032

4 Cutting 0.345 0.025 0.355 0.025

5 Punching 0.334 0.029 0.352 0.023

6 Drilling 0.376 0.030 0.410 0.026

7 Riveting 0.443 0.042 0.446 0.033
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Table 2 ANOVA p-values
for task variables

Dependent variable Trial

Resting heart rate 0.027*

Evaluation 0.016*

Calculating and sketching < 0.0001*

Cutting < 0.0001*

Punching < 0.0001*

Drilling < 0.0001*

Riveting < 0.0001*

i. the resting heart rate Trial 1 is 0.368 (0.023) ms and Trial 2 is 0.352 (0.031)
ms

ii. evaluation Trial 1 is 0.256 (0.031) ms and Trial 2 is 0.267 (0.023) ms
iii. calculating and sketching Trial 1 is 0.267 (0.034) ms and Trial 2 is 0.297

(0.032) ms
iv. cutting Trial 1 is 0.345 (0.025) ms and Trial 2 is 0.355 (0.025) ms
v. punching Trial 1 is 0.334 (0.025) ms and Trial 2 is 0.352 (0.023) ms
vi. drilling Trial 1 is 0.376 (0.030) ms and Trial 2 is 0.410 (0.026) ms
vii. and riveting Trial 1 is 0.443 (0.042) ms and Trial 2 is 0.446 (0.033) ms.

The outcomes show that there is an increased reaction time from Trial 1 (two
hours) to Trial 2 (four hours). All seven task types have shown a significant increase
in reaction time between Trial 1 and Trial 2. Hence, to properly estimate the oper-
ator performance based on reaction time, it is necessary to identify the task type
and associated workload (visual, motor, auditory, etc.). The reaction time for eval-
uation, calculating and sketching, punching, drilling and riveting were increasing
when comparing reaction time in Trial 2 to reaction time in Trial 1. The statistical
analysis took into account all of the variables listed above. All of the variables were
subjected to ANOVA. The ANOVA p-values are mentioned in Table 2, with “*”
indicating large p-values. Reaction time was a significant factor for all the dependent
variables. There were seven null hypotheses that had been tested in order to measure
the significance of their reaction time.

The p-values for the variables are as followed: resting heart rate is 0.027; evalu-
ation is 0.016; and less than 0.001 for calculating and sketching, cutting, punching,
drilling, and riveting. In a summary, the null hypothesis were proven false and the
alternative hypotheses were verified. They indicated that riveting is affected by trial
order significantly. Therefore, the statistics imply that the reaction times on the
resting heart rate, evaluation, calculating and sketching, cutting, punching, drilling
and riveting are significantly different between Trial 1 and Trial 2.
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4 Discussions

The length of time it takes for a person or system to respond to a given stimulus
or event is described as reaction time. When it comes to reacting to stimuli and
situations like driving, conversing, and playing sports, having a good reaction time
helps us to be agile and effective. We benefit from quick response times in a number
of ways, but it is critical that we properly analyze the information we obtain.

The amount of time betweenwhenwe experience something andwhenwe respond
to it is referred to as reaction time or response time. It is the ability to identify, analyze,
and respond to a stimulation. The following factors influence reaction time:

i. Perception: To have good response time, you must be able to see, hear, or sense
a sensation with certainty

ii. Processing: To have a good response time, you must be focused and have a
good understanding of the facts

iii. Response: In order to be able to function and have a quick response time, you
must have strong motor agility.

As a result of any change to one of these systems, reaction time will be impaired.
In other words as an example; if athletes have a slower response time than the others,
they would be at a disadvantage. Unlike processing speed, reaction timemust include
a motor part. This is why having strong reflexes is linked to having good reaction
time.

The processes (perceive, process, and respond) are completed in milliseconds but
reaction time varies depending on a variety of factors, including:

i. Complexity of the stimulus: Themore details that must be handled, the longer
this process will take

ii. Familiarity, preparation, and expectations: The response time would be
shorter if you have to respond to a known stimulus that you have already
reacted to. The less details you have to process, the faster you’ll be able to
respond.

iii. State of the organism: Fatigue, concentration (being sleepy), high tempera-
ture, old age, or even consuming too much food or substances like alcohol
or other medications may all impair the detection of the stimulus. Both of
these factors can have an adverse impact on the identification, processing,
and reaction to the stimulus.

iv. Stimulated sensorymodality: Since auditory stimuli need less processing than
visual stimuli, reaction time is quicker when the stimulus that activates the
response is auditory.

v. Wemay also affect the type of stimulus we process, in addition to other factors
vi. Simple: A single stimulus elicits a single response
vii. Choice: Different stimuli elicit different responses. If a word appears in

Spanish, for example, press the right arrow key; if the word appears in another
language, press the left arrow key.
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viii. Selection: There aremany stimuli to choose from, but you only have to answer
to one of them.

5 Conclusion

This is the first research that we are aware of that evaluates the response time of
traditional, working aircraft maintenance staff. The average reaction time of the
participants was measured in this study; and it was discovered that during Trial 2,
the reaction time was higher than during Trial 1. While several factors contribute to
the development of cardiovascular diseases, the current research only looked at the
impact of mental and physical activity on heart response.

To different types of stress caused on the human body in general, there are
numerous physiological responses such as heart rate blood pressure, cortisol secre-
tion and catecholamine. The existing research looks at only one of these responses,
namely the heart’s reaction to physical and mental stress induced in a lab environ-
ment. These responses, however, are of interest not only as stress markers, but also as
a potential correlation between psychosocial stress and a variety of physical health
outcomes. It is possible that a confluence of variables has a stronger impact on phys-
iological outcomes. Extending physical outcome levels to hormone levels including
catecholamine and cortisol secretion may be beneficial.

As a result, future studies should look at how employer reaction time can be used
to figure out what is causing different workplace issues. Another angle of perspective
could also optionally focus on how reaction time or task variables behave at different
intensities of the nature of work itself and personnel’s different positions.
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Ergonomic Risk Assessment in a Sawmill
Industry

Balqis Syahirah Jamaludin, Balkis Haris Fadzilah, Ezrin Hani Sukadarin,
and Mirta Widia

Abstract Previous studies have shown that sawmill workers develop an enormous
amount of physical workloads, such as the actions of bending, holding, cutting,
and raising limbs awkwardly, which were common contributing factors of work-
related musculoskeletal disorders (WMSDs). A cross-sectional study was carried
out to investigate the musculoskeletal complaints among sawmill workers. After the
workers’ complaints have been identified, the significant ergonomics risk factors in
manual handling tasks among sawmill workers were investigated. Data collection
was done using two instruments: Cornell Musculoskeletal and Hand Discomfort
Questionnaire (CMDQ) and initial Ergonomic Risk Assessment (iERA). The study
results show that sawmill workers are highly exposed to ergonomic risk factors, such
as awkward postures. Therefore, further research concerning WMSDs is required to
explore this issue. This study’s findings can contribute significantly to the body of
knowledge, especially in occupational safety and health inMalaysia’s manufacturing
industry involved with wood-based products.

Keywords Sawmill ·Work-related musculoskeletal disorders · Forceful exertions

1 Introduction

The wood-based industry has emerged as one of the most important, prominent,
and fastest-growing manufacturing sectors in the Malaysian economy. There is
an increasing demand for wood products. The wood industry contributed 4.8% of
Malaysia’s Industrial Production Index in 2019 [1].Malaysia exports RM22.5 billion
worth of wood-based goods [2]. In the meantime, there are approximately 35,122
employees in the forestry sectors [3]. Despite advanced technology, most workers
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still perform theirworkmanually;manual handling, such as lifting, carrying, pushing,
and pulling, are marked as risk factors for work-related musculoskeletal disorders
(WMSD).

The lack of ergonomic innovations and poormanual material handling tasks could
also result in musculoskeletal disorders [4]. In this regard, strenuous occupational
duties involving manual handling often led to musculoskeletal injuries. WMSDs
among the Malaysian workforce have escalated over the last five years. Malaysia’s
Social Security Organization reported that the second-highest diseases recorded by
WMSDs (6.2%) in 2018 with an upper limb (28.3%) were the highest reported
injuries. Wood-based industries have been considered one of the most hazardous
manufacturing industry sectors in past centuries. The production of wood products
is often labor-intensive and production-oriented. As a result, employees typically
work rapidly, sometimes endangering their health and safety [5].

The Malaysian wood-based industry began in the early 1900s before being trans-
formed into a large, export-oriented industry, producing a wide range of value-
added products to meet domestic demand [6]. WSMDs are prevalent among sawmill
workers [7]. Most workers are exposed to several occupational hazards, especially
ergonomic problems, during sorting, cutting, and processing raw logs. Ali et al. [8]
stated that conditions leading to MSDs were harsh environmental conditions, heavy
work such as manual load handling, hazardous tools, and machinery like chainsaws.
In general, the heavy workload is more vulnerable to load-carrying than the body
limit of the workers. The main occupational hazards in the sawmill industry are the
wood’s dimensions, the heavyweight of the wood, the distance of loading of the
wood, the number of tasks, and the overall length of tasks. Such exposure may cause
injury, damage, or condition to the joints or other tissues’ musculoskeletal mecha-
nisms. Thus, there is an emphasis on the importance of working safely, especially in
sawmills, where many employees are facing musculoskeletal disorders caused by a
heavy workload.

As there are limited studies on the prevalence of WMSDs and risk factors in
Malaysia’s sawmill industry, this study focused on the problems and factors that
lead to WMSDs. Therefore, the objectives of this study are (1) to investigate the
prevalence of the work-relatedmusculoskeletal disorder among sawmill workers; (2)
to identify the ergonomic risk factors of the work-related musculoskeletal disorder
among sawmill worker and; (3) to determine the association between ergonomic risk
factors and work-related musculoskeletal disorder among sawmill workers.

2 Methods

2.1 Participants

A cross-sectional study is conducted among sixty-seven (n = 67) sawmill workers
of different ages, gender, education level, position, job tenure, break duration, and
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underlying diseases. While the respondents of this study were randomly selected,
they were required to declare any musculoskeletal illnesses diagnosed by a health
professional in the health status section.

2.2 Disorders Evaluation

The Cornell Musculoskeletal and Hand Discomfort Questionnaire (CMDQ) eval-
uates musculoskeletal disorders at sedentary workers, standing workers, and hand
symptoms [9]. The parts included in the checklist are the neck, right and left shoulder,
upper back, right and left upper arm, lower back, right and left forearm, right and left
wrist, hip or buttocks, right and left thigh, right and left knee, right and left lower leg,
right and left hand. These questionnaires are used for research screening purposes
rather than for diagnostic purposes. Scores could be analyzed in four ways: (1) by
simply counting the number of symptoms per person; (2) by summing the rating
values for each person; (3) by weighting the rating scores to more easily identify the
most severe problems; (4) by multiplying the above frequency score (0, 1.5, 3.5, 5,
10) by the Discomfort score (1, 2, 3) by the interference score (1, 2, 3) [9].

2.3 Ergonomics Risk Assessment

The Initial Ergonomic Risk Assessment (iERA) was carried out to measure the expo-
sure of risk factors contributing to the prevalence rate of musculoskeletal complaints
among sawmill workers. According to the guidelines by the Department of Occupa-
tional Safety and Health (DOSH), six risk factors need to be assessed, including (1)
awkward posture, static and sustained work posture, (3) forceful exertion, (4) repeti-
tivemotion, (5) vibration and (6) environmental. Nevertheless, this initial assessment
relies on the type of risk factors identified in a particular workstation, implying that
not all risk factors are evaluated during an assessment. Each risk factor was assessed
to contain a different number of questions that need to be evaluated. Guidelines by
the DOSH [9] were followed to ensure the survey and risk assessment was carried
out precisely.

2.4 Statistical Package Social Science (SPSS) Software

SPSS version 24 was used for statistical analysis. After obtaining the results for both
assessments, descriptive analysis was conducted to determine the findings’ pattern.
TheChi-square test is also being conducted to determinewhether there is a significant
association between the symptoms of pain or discomfort on body regions and risk
factors.
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2.5 Demographic Data

Table 1 shows the respondent’ demographic information. The respondents’ age was
divided into five categories, less than 20 years old, 21–30 years old, 31–40 years
old, 41–50 years old, 41–50 years old, and more than 51 years old. The highest
percentage of age range is middle-aged workers, with 43.3%. The second highest
percentage is 21–30 years old with 26.9%, followed by 31–40 years old with 19.4%
respondent and more than 51 years old with 7.5%. The lowest percentage of age-
range is less than 20 years old, with only 3% of respondents.Moreover, the frequency
of male respondents is significantly higher than female respondents. Out of the 67
respondents 50 (74.6%) are male, and only 17 (25.4%) are female.

There are four categories of education level among respondents in this survey: no
formal education, primary education, secondary education, and tertiary education.
Themajority (73.1%) of the sawmill workers have secondary education. The second-
largest group is those with tertiary education (25.4%) followed by primary education
with 1.5%. There are no workers who do not have formal education. Furthermore,

Table 1 Percentage of
demographic data

Variable Percentage (%)

Age < 20 years old 3.0

21–30 years old 26.9

31–40 years old 19.4

41–50 years old 43.3

> 51 years old 7.5

Gender Male 74.6

Female 25.4

Education level Primary education 1.5

Secondary education 73.1

Tertiary education 25.4

Position Office staff 20.9

Labourer 79.1

Job tenure 1–5 year 26.9

6–9 year 26.9

10–14 year 32.8

> 15 year 13.5

Break duration 0–15 min 1.0

31–45 min 14.0

46 min–1 hour 14.0

> 1 h 38.0

Underlying diseases Yes 35.8

No 64.2
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the workers were also divided based on their work station and role, specifically office
staff and labourers. The number of labourers is significantly higher (79.1%, 53) than
office staff (20.9%, 14). The respondents’ break duration is divided into four ranges,
which are 0–15 min, 31–45 min, 46 min–1 h, and more than 1 h. As shown in Table
1, the largest percentage of respondents (38.0%) recorded a break duration of > 1 h,
followed by 46 min–1 h and 31–45 min, with the same percentage at 14.0%. Only
1.0%of the respondents have a 0–15min break. The percentage ofworkers diagnosed
with any form of the disease is significantly lower than the percentage of workers
diagnosed with any disease by a medical doctor. 24 (35.8%) respondents have been
diagnosed with any diseases, while 43 (64.2%) respondents have not been diagnosed
with any diseases by a doctor.

2.6 Cornell Musculoskeletal and Hand Discomfort
Questionnaire (CMDQ) Evaluation

In this study, a total number of 53 sawmill workers directly involved in the production
were asked about the presence of ache, pain, or discomfort during the last workweek.
In the lastworkweek,most respondents have felt pain in someparts of their bodyparts
due to their daily work, such as carrying and loading timbers, repetitive movements,
and lifting timbers, which affected their upper body parts.

According to DOSH [9], the severity of discomfort can be grouped into mild,
moderate, and severe discomfort. Figure 1 was used in this study to determine the
category of the severity of discomfort. The value of each category can be determined
by multiplying the value of frequency score (0, 1.5, 3.5, 5, 10), discomfort score (1,
2, 3), and interference score (1, 2, 3). The lowest value is 0, and the highest value
is 90. Category Mild score, Moderate score, and Severe Discomfort start from 0 to
13.5, 13.6 to 20, and 21 to 90. The mean value for each part was compared to the
category of each body part.

Table 2 shows the total discomfort score, the mean and standard deviation for
each respondent, and the category of the severity of discomfort. In the meantime,
the graph in Fig. 1 illustrates the total discomfort scores for all respondents. Most
of the sawmill workers expressed the highest complaint about discomfort on their
lower back. Previous studies supported this finding and stated that sawmill workers
mostly experience discomfort in their lower back region. Previous studies also found

Fig. 1 Category group for Cornell musculoskeletal discomfort questionnaire
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Table 2 Total discomfort score, mean, standard deviation, and category for each respondent

Body part Total discomfort score Mean Std. deviation Category

Lower Back 772 28.59 104.85 Severe discomfort

Neck 259 9.59 34.98 Mild

Hip/Buttocks 240.5 8.90 33.04 Mild

Upper Back 186.5 6.90 25.32 Mild

Shoulder R 164.5 6.09 22.78 Mild

Upper Arm L 149.5 5.53 23.51 Mild

Wrist R 139.5 5.16 19.17 Mild

Forearm L 135 5.0 18.44 Mild

Knee R 132.5 4.90 18.14 Mild

Knee L 119.5 4.42 16.84 Mild

Foot L 115 4.26 16.10 Mild

Wrist L 113 4.18 16.39 Mild

Upper Arm R 101 3.74 14.33 Mild

Forearm R 89.5 3.31 12.40 Mild

Foot R 87.5 3.24 12.09 Mild

Lower Leg R 85.5 3.16 2.42 Mild

Thigh R 85 3.15 12.11 Mild

Shoulder L 82.5 3.05 11.63 Mild

Thigh L 70 2.59 10.12 Mild

Lower Leg L 65.6 2.42 9.28 Mild

Note: R Right side; L Left side

that the body part with the highest level of complaints is the lower back, followed by
their neck, wrist, and shoulder [10]. Another study conducted on grocery workers
reported that they felt discomfort mostly in the upper back, lower back, and right
shoulder [11].

2.7 Initial Ergonomic Risk Assessment (iERA)

2.7.1 Awkward Posture

Table 3 shows the percentage for each physical risk factor of awkward posture,
focusing on shoulders, head, back, hand, elbow, wrist, leg, and knees. As the total
score is 13, an advanced assessment should be conducted as it exceeds the advanced
assessment benchmarkof 6.The lower backpainwith thehighpercentageof awkward
posture at the head region could be due to the nature of the sawmill workers’ job.
They have to transport the cutting load by bending their heads and placing the cutting
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Table 3 Physical risk factors percentages of awkward posture

Body parts Physical risk factors Explanation Yes (%) No (%)

Shoulder – Working with hand
above the head OR the
elbow above the
shoulder

Sawmill workers need to
transport the log manually
by placing the log on the
shoulder

32.1 67.95

– Working with shoulder
raised

24.5 75.5

– Work repetitively by
raising the hand above
the head OR the elbow
above the shoulder
more than once per
minute

20.8 79.2

Head – Working with head bent
more than 45°
downwards

Sawmill workers need to
transport the cutting log.
So the worker needs to
bend their head and place
the cutting log to proceed
with the next process

92.5 7.5

– Working with head bent
backward

11.3 88.7

– Working with head bent
sideways

34.0 66.0

Back – Working with back bent
forward more than 30°
OR bent sideways

Sawmill workers need to
transport the woodchip
manually to the woodchip
store

84.9 15.1

– Working with body
twisted

62.3 37.7

Hand/Elbow/Wrist – Working with wrist
flexion OR extension
OR radial deviation
more than 15°

Sawmill workers used
heavy machines such as
log handlers, forklifts,
and backhoe

90.6 9.4

– Working with the arm
abducted sideways

20.8 79.2

– Working with arm
extended forward more
than 45° OR arm
extended backward
more than 20°

Sawmill workers need to
transport the cutting log
to the wood chip machine

83.0 17.0

Leg/Knees – Work in a squat Hammering activities
during log processing

60.4 39.6

– Work in a kneeling
position

24.5 75.5

log at the log area before proceeding to the next process. Then, they need to transport
the cutting log to the woodchip machine and transport the woodchip manually to
the woodchip store. The majority of workers with 92.5 percent is reported having an
awkward posture. As indicated in Table 9, an advanced ERA is necessary to obtain
practical solutions to remove or reduce risk factors, since the result of iERA as much
as seventy three percent.
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Table 4 The percentage for the physical risk factor of static and sustained work posture

Body part Physical risk
factor

Explanation Yes (%) No (%)

Trunk/Head/Neck/Arm/Wrist Work in a static
awkward position

The workers must
bend his head and
manually transport
the woodchip
The use of heavy
machines, such as
log handlers,
forklifts, and
backhoe

32.1 67.9

Leg/Knees Work in a standing
position with
minimal leg
movement

The sawmill
workers need to
wait for the
processing log
from the machine

18.9 81.1

Work in a seated
position with
minimal
movement

13.2 86.8

2.7.2 Static and Sustained Work Posture

Table 4 shows the percentage for each physical risk factor of static and sustained
work posture, focusing on (1) trunk, head, neck, arm,wrist, (2) leg, knees. TheDOSH
[9] advanced ERA was conducted as the total score is 3, which exceeds the ERA
requirement benchmark for advanced assessment. Sawmill workers had to work in a
static awkward position with minimal trunk movement, head, neck, arm, and wrist.
Sawmill workers also need to either stand and be in seated positions with minimal
movement while waiting for the log to be processed by the woodchip machine before
moving them into the store. There was 32.1 percent of workers bend their heads and
manually carry the woodchip during static and sustained work posture. As a result,
the workers must undergo an advanced ERA because the iERA was identified at this
posture at a rate of up to 43% (Table 9).

2.7.3 Forceful Exertion

Table 5 shows the percentage for each physical risk factor of forceful exertion. As
stated by DOSH [9], forceful exertion involved seven manual handling activity; (1)
lifting and lowering only (2) repetitive lifting and lowering, (3) twisted body posture
while lifting and lowering, (4) repetitive lifting and lowering with twisted body
posture, (5) pushing and pulling, (6) handling in a seated position, and lastly, (7)
carrying. If YES has a score of 1 for each manual handling activity, an advanced
assessment must be conducted. Sawmill workers were exposed to forceful exer-
tion(83%) as they carry the load, lifting, and lowering loadwith the repetitivemotion.
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Table 5 The percentage of physical risk factors of forceful exertion among respondents

Physical risk factor Explanation Yes (%) No (%)

Lifting and lowering only Sawmill workers need to lifting and
lowering the log
It involves repetitive motion with the
weight of a log between 3–10 kg
Some of the sawmill workers need to
carry the log about 50–55 kg

39.6 60.4

Repetitive lifting and lowering 52.83 47.17

Twisted body posture while lifting
and lowering

45.28 54.72

Repetitive lifting and lowering with
twisted body posture

45.28 54.72

Pushing and pulling Sawmill workers need to transport
the woodchip manually into the store
The workers need to push and pull
the log using a handling aid
(wheelbarrow) between 5–7 m from
the log section to the machine and
from the machine to the store

83.02 16.98

Handling in a seated position Sawmill workers used to check the
log before the cutting process

3.77 96.23

Carrying The floor from the log section to the
machine is dry, but it becomes wets
and slippery when it rains
The area of the machine is provided
with lighting
The temperature in the area of the
machine is a little bit hot due to the
enclosed area

35.85 64.15

The respondents were revealed to carry log and wood chips with a weight between
3 to 10 kg with less than 10 m. In lifting and lowering the load, the sawmill workers
have to lift the logmanually with the weight between 50 and 55 kg in the distance, not
more than 20 m. Forceful exertion during pushing and pulling, handling in a seated
posture, and carrying the load was found to be a concern for eighty three percent of
workers. Since the iERA reached 94%, an advanced ERA was necessary, as shown
in Table 9.

2.7.4 Repetitive Motion

Table 6 shows the percentage for each physical risk factor of repetitive motion.
Repetitive motion focusing on neck, shoulders, elbows, wrists, hands, and knee. As
the total score for repetitive motion is 5, an advance assessment must be done for
this ergonomic risk factor as it exceeds the benchmark score of 1. Sawmill workers
need to lifting, lowering and carrying the log more than twice per minute. They were
also exposed to work involving repetitive shoulder or arm movement with some
pause or continuous movement when they needed to transport the woodchip into
the wheelbarrow using a shovel. Repetitive motions in the shoulder and arm when
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Table 6 The percentage for the physical risk factor of repetitive motion among respondents

Body part Physical risk factor Explanation Yes (%) No (%)

Neck, shoulder, elbows,
wrist, hands, knees

Work involving a
repetitive sequence of
movement more than
twice per minute

Sawmill workers do the
lifting, lowering, and
carrying logs

67.9 32.1

Work involving
intensive use of the
fingers, hands, or wrist
or work involving
intensive data entry
(key-in)

Sawmill workers are not
involved in this risk
factor

20.8 79.2

Work involving
repetitive shoulder/arm
movement with some
pauses OR continuous
shoulder/arm movement

Sawmill workers need to
transport the woodchip
into the wheelbarrow
using the shovel

77.4 22.6

Work using the
heel/base of the palm as
a ‘hammer’ more than
once per minute

Some of the sawmill
workers need to break
the small log. They used
their hand and knee to
use them as a place to
break the log

9.4 90.6

Work using the knee as
a ‘hammer’ more than
once per minute

The workers broke the
small log by breaking it
with their hands and
knees

7.5 92.5

manually transferring woodchips in a wheelbarrow with a shovel put the majority of
workers at risk (77.4%). Workers must undertake an advanced ERA as result of the
iERA with eighty three percent, as shown in Table 9.

2.7.5 Vibration

Table 7 shows the percentage for each physical risk factor of vibration. Vibration
is divided into two parts, which are hand-arm and whole-body vibration. The total
score for vibration is 4. A score of 1 and above implies that Advanced ERA must
be carried out. Sawmill workers often power tools such as cutting machines to cut
the log. They are also exposed to whole-body vibration when some workers need
to drive heavy machines such as log handlers, forklifts, and backhoe for more than
5 hours in 8 working hours. Seven sawmill workers involved in whole-body vibration
combined with their complaint of excessive body shaking more than 3 hours in 8
working hours. Next, the fifth ergonomic risk factor was static and sustained work
posture by sawmill workers where they had to work in a static awkward position with
minimal movement of the trunk, head, neck, arm, and wrist. The sawmill workers
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Table 7 The percentage for physical risk factor (vibration) among respondents

Body part Physical risk factor Explanation Yes (%) No (%)

Hand-Arm (segmental
vibration)

Work using power tools
without PPE

Sawmill workers use
cutting machine to cut
the log

13.2 86.8

Work using power tools
with PPE

41.5 58.5

Whole-body vibration Work involving
exposure to whole body
vibration

Sawmill workers drive
heavy machines such as
log handlers, forklift
and backhoe

32.1 67.9

Work involving
exposure to whole body
vibration combined
employee complaint of
excessive body shaking

13.2 86.8

also need to stand or be seated with minimal movement when waiting for the logs to
be processed by the woodchip machine before moving them into the store. Table 9
reveals that while utilising the cutting machine, forty two percent of sawmill workers
are subjected to hand-arm vibration. Table 9 shows that the iERA result was fifty
five percent, necessitating another advanced ERA evaluation.

2.7.6 Environmental Risk Factor

Table 8 shows the percentage of each environmental risk factor such as lighting,
temperature, ventilation, and noise. Most respondents do not have any issue with
these risk factors, with 77.4%, 58.5%, 88.7%, and 84.9%, respectively. However,
because the total iERA score for an environmental risk factor for lighting, tempera-
ture, and ventilation is 1, there is evidence of inadequate lighting, extreme temper-
ature, and inadequate air ventilation, necessitating the initiate of an advanced ERA.

Table 8 The percentage of the respondents for lighting, temperature, lighting, ventilation, and
noise exposure

Physical risk factor Explanation Yes (%) No (%)

Lighting The woodchip machine area needs adequate lighting 22.64 77.35

Temperature The log section is exposed to the sunlight
The woodchip machine is under the roof

41.5 58.5

Ventilation Open-air ventilation 11.3 88.7

Noise The sawmill workers’ woodchip is exposed to the high
level of noise coming from the wood chipper machine

15.1 84.9
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[9]. Furthermore, because the overall score is 2, an advanced ERA for noise is
required.

In terms of lighting, one of the respondents complained about inadequate lighting
and experience headaches when in a dark or bright place. He also feels that his
shadow bothers him while doing his job. Meanwhile, one respondent complained
about inadequate lighting and having headaches when being in a dark or bright
place. Four respondents complained about inadequate lighting, four respondents
complained about having headaches when being in a dark or bright place at work. In
comparison, seven respondents feel their shadow bothers them while doing a task.
It was observed that the log section is located at the outside (open-air) has adequate
natural lighting, compared to the production section, which needsmore lighting since
it is located in a closed building. Even though it received natural lighting but it still
not enough. The management already provides artificial lighting in the building.

Five of the respondent complained they sweat more than usual due to the high-
temperature breath more quickly and deeply than normal and feel shortness of breath
while working. Some of the sawmill workers are also exposed to sunlight while
working. Only some areas in the sawmill factory, such as the production area where
the cutting and wood-chipper machines are located, have a roof. On the other hand,
the log section is exposed to sunlight. The company provided the workers with
Personal Protective Equipment (PPE), including safety helmets and safety goggles.
They are also provided with drinking water and shelter where they can take a break
or cool themselves.

According to the company, the management already provided respirators such as
N95 masks for their workers. Most of the workers follow the company’s standard
operating procedures and wear the mask during working hour. Six of the respondents
do not wear their PPE as they feel discomfort when wearing the mask while doing
a task. This situation is also linked to the extreme temperature when one of the
respondents felt shortness of breath when wearing a mask during working hours.

For the noise risk factor, the management already provided ear protection such as
earplugs and earmuff. Sawmill workers had to work involved exposure to the high
noise level from production building, especially the wood-chipper machine. Eight
of the respondents do not wear ear protection due to feel discomfort while doing a
task. The sawmill workers were given four situations, and they need to tick which
situations are related to their condition. Most of the workers who do not wear ear
protection felt that noise in the working area is louder than busy city traffic, and they
have to raise their voice to talk to someone at onemetre. Two respondents complained
about temporary ear ringing while another complained that he has to increase the
volume of radio or television to higher than usual at the end of the work shift.

Table 9 shows the overall percentage of respondents’ assessment and the need to
conduct advance ERA for each environmental risk factor. The iERA result shows that
forceful exertion is at 94.3%, repetitive motion is at 83.0%, awkward posture is at
73.6%, vibration is at 54.7%, static and sustained work posture (43.4%), temperature
with (41.5%), lighting (22.6%), noise ( 15.1%) and ventilation (11.3%).
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Table 9 Percentage of iERA score and requirement to conduct advanced ERA among sawmill
workers (N = 53)

Risk factor iERA (%) Advanced ERA required?

Forceful exertion 94.3 5.7 Yes

Repetitive motion 83.0 17.0 Yes

Awkward posture 73.6 26.4 Yes

Vibration 54.7 45.3 Yes

Static and sustained work posture 43.4 56.6 Yes

Temperature 41.5 58.5 Yes

Lighting 22.6 77.4 Yes

Noise 15.1 84.9 Yes

Ventilation 11.3 88.7 Yes

2.8 Association Between Prevalence of Musculoskeletal
Disorder with Ergonomic Risk Factors Among Sawmill
Workers

The Guidelines on Ergonomics Risk Assessment at Workplace focused on the phys-
ical ergonomics in the workplace [9]. Physical ergonomics are related to the human
body’s response to physical and physiological demands, such as repetition, vibra-
tion, force, and posture. The most common occupational WMSDs are reported in the
lower back, wrist, upper back, shoulders, and knees [10, 12, 13]. These WMSDs are
due to repetitive activities, awkward working posture, and forceful exertion. During
sawmill activities, it involves carrying a heavy load, frequent and repetitive activ-
ities. One of the reasons for lower back pain among sawmill workers is awkward
working posture. Other than that, sawmill workers carry heavy loads, often for a
certain distance [10]. Previous studies showed that shoulder placement exceeding
90° while lifting heavy loads is associated with shoulder pain [14]. It has been noted
that posture and repetition also lead to body discomfort.

There are many studies about the association between physical risk factors and
WMSDs. In this study, Pearson’s Chi-Square analysis was used to verify the associa-
tionbetweenWMSDsandphysical risk factors among sawmillworkers by comparing
the Cornell Musculoskeletal Questionnaire results with the iERA results.

In this study, the null hypothesis (H0) states there is no association between the
prevalence of WMSDs and physical risk factors. The alpha level is set at 0.05 to
compare with the ρ-values achieved. When the ρ-value achieved is more than 0.05
(ρ > α), the null hypothesis (H0) is accepted. When the ρ-value is lower than 0.05
(ρ < α), the null hypothesis (H0) is rejected, implying that there is an association
between WRMSDs and physical risk factors.

In this study, ρ-value will be selected using the exact test ρ-value. Selection of
Exact test ρ-value is more accurate thanAsymptotic ρ-value. Terms of use of Asymp-
totic ρ-value, when there is a cell or box with an expected frequency value of less
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Table 10 The significant
association between CMDQ
and iERA

Ergonomic risk factor Body region χ2 ρ-value

Awkward posture Lower back 8.807 0.013

Lighting Left lower leg 7.101 0.048

than 5, so the distribution of Pearson’s Chi-Square test will be difficult to approach
distribution of Chi-Square so that it will obtain inaccurate results. Therefore, when
Chi-Square analysis was conducted, the ρ-value of the Exact test would be usedwhen
several cells or boxes exceeds 5. If there is no number of cells or boxes exceeding 5,
then the Asymptotic ρ-value would be used [15].

2.8.1 Chi-Square Test (χ2) Between Cornell Musculoskeletal
Discomfort Questionnaire and iERA

Table 10 shows the chi-square analysis of all risk factors for CMDQ and iERA. There
is a significant association between the prevalence of WMSDs and physical factors
among sawmill workers since the ρ-value equal to 0.013. Based on the previous
research, it was found that there is an association between lower back pain and
awkward posture. Awkward posture can cause pain in the lower back due to job
demands,working hours, and repetitive activities in theworking area [10]. In previous
studies of Sukadarin et al. [14], different variables have been found related to MSDs.
In this light, simultaneous pelvic tilt and spine flexion is a leading cause of low back
pain (LBP).

Meanwhile, the ρ-value of the left lower leg at the lighting factor is 0.048, indi-
cating an association between the prevalence of WRMSDs among sawmill workers
and physical factors. This situation cannot be approved since there is no evidence
from previous research stated that lighting could cause ache, pain, and discomfort
in the lower leg region. Sutcu et al. [16] stated that lighting factors could only cause
accidents when using machinery and equipment. This situation may lead to body
injuries but not musculoskeletal disorders.

3 Conclusion

This study has discussed the ergonomic issue faced by workers in the sawmill
industry. Awkward postures are directly associated with WMSDs and cause condi-
tions like lower back pain. Safety measures should be implemented to overcome
the significant association between the prevalence of discomfort and ergonomic risk
factors. The prevalence of lower back pain can be reduced by rearranging theworkers’
schedules and conducting job rotation to work effectively. Besides that, physical risk
factors can be avoided throughmanual handling training by considering the processes
while conducting activities like lifting, carrying, and lowering. More studies should
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be carried out by including anthropometry measurement and biomechanics factors.
To understand the work activities that lead to musculoskeletal problems.
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A Systematic Review of Risk Factor
Associate with Musculoskeletal Disorder:
Biomechanical and Psychosocial Factor

Khairulhafiy Muhammad Ruzairi, Balqis Syahirah Jamaludin,
Ezrin Hani Sukadarin , and Mirta Widia

Abstract Provide systematically graded evidence for possible associations between
biomechanical and psychosocial development of musculoskeletal disorders (MSD)
among workers by relating them to disease etiology. Penultimately, summarize the
evidence that linking biomechanical and psychosocial risk factor that experience
with disorder. Psycho-social work factors were specified as distraction elements of
thework environment factors and biomechanical vibration have beenwell established
in the literature as apparently to play a major role in the development of MSDmerge
it has reciprocally influence. Despite have been several systematic reviews of the
literature published fewyears back.There is demand for an updated systematic review
using the GRADE clinical practice recommendations. By means of computerized
search must been meet the inclusion criteria. (i) English literature (ii) Quantified
results describing the relationship of combination factor (at least one risk factor
of studies investigation. (iii) In a prospective case–control study or/and emphasis
on peer-reviewed report literature. (iv) Risk evaluation (working environment) and
retrieve outcome (disease etiology). (v) Outcome must be related to MSD that can
be more than one of disease etiology. Reliance on several publisher database, Spring
CORE, Research Gate, Elsevier, and Science Direct. Fifteen scientific journals were
included in this review. Based on spider web plots, in terms of biomechanical factor,
substantial evidence (high grade) correlation with MSD, were an effect was a high
vibration segmental, repetitive and prolonged activities and awkward work postures
meanwhile on psychosocial for effort reward imbalance and low support. Insufficient
proof (medium low grade) of biomechanical factor was revealed on localized contact
stresses and forceful exertions. Concurrently in psychosocial inconsistency data was
found on work method, social distractive and excessive working hours. There was
no differential combination risk factor effect of adverse job conditions on MSD
symptoms. Ultimately, that biomechanical risk factor contributes to a constituent of
MSD. Along with that, it will inevitably come when combined with psychosocial
factor indicate results of a distinctive. Many well-known syndromes from awful
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biomechanical experience and psychosocial risk factor that contributing to MSD
has been scientifically shown. The results of the understanding and findings of the
study can help the researcher to get the latest analysis on the combining risk factor
aspect for seek to solve practical problems and disseminating the knowledge as value
addition to society.

Keywords Musculoskeletal disorders · Psychosocial risk factor · Biomechanical
risk factor · Job demands · Work stress

1 Introduction

In Malaysia, there are more than 35,000 injuries occurred in the workplace every
year. In 2012, from more than twelve million workers, there was an estimated of
one thousand deaths [1]. This represent manufacturing sector is the highest of acci-
dents reported follow by construction and mining and quarrying sector. Our study
could have been showed that manufacturing can be perform Repeater and Replacer
Hypothesis that perform in highly stereotype way to be at higher risk to developed
MSD with experience on Individual Motor Variability (MV Traits) and ‘Cinderella
Hypothesis’ [2]. While Construction operators have type of heavy workload [3] will
be exposed to mechanical shock [4] which will often experience superimposition
[5].

Ergonomic is an aspect of how to ensure humans wellbeing interact with the work
environment. Diverse research studies produce a variety of meanings to explain
ergonomic concepts. Te-Hsin and Kleiner [6] defined ergonomics as that coor-
dinates the design of devices, systems and physical working conditions with the
capacities and requirements of the workers [6, 7] refer as a branch of science that
is concerned with the achievement of optimal relationship between workers and
their work environment. Besides that, ergonomic implies as promoting compati-
bility between human and systems [8] with the design of the workplace, equip-
ment, machine, tool, product, environment and system, taking into consideration the
human’s basic need capabilities and optimizing the effectiveness and productivity of
works systems while assuring the safety and health of the workers [9].

Ergonomic philosophy as simple as job demands should not go beyond employee
limits [10] or in view of the fact that it will lead to psychosocial stress [11] and
physical strain that [12] can make negative impact on organization performance
[11].

Commonly ergonomic objective is to improve relation between human, machine
design and workplace environment into work productivity and job design efficiency
by designing a job to allow for good posture, less exertion, fewer motions, and better
heights and reaches. Therefore, the intention of an ergonomics is to promote a safe
and productiveworkplace [13] as it gives comfortability to theworker [14] to fulfil the
organization goals. An implementing the ergonomic, there have several major area to
consider in concerned with the understanding of the interactions among humans and
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other elements of a system by way of reduce static load and minimize direct pressure
to prevent the discomfort, fatigue and physical and psychosocial stress faced by the
workers to the minimum possible [15].

MSD according to the Centers for Disease Control and International Classifica-
tion of Diseases (ICD-10-M99-7; 2010 version), MSD is an injury or disruption of
muscles, nerves, tendons, joints, upper and lower cartilage, neck, and lower extremi-
ties back caused, triggered, or exacerbated by sudden exertion or prolonged exposure
to physical factors such as repetition, force, vibration, or awkward posture. In confor-
mity with that, MSD cover large range of pathologies which affect the osteoartic-
ular system, muscles, and conjunctive tissues [16]. Problems focused on tendinous,
vascular, nervous, and muscular, affecting either the upper or the lower member,
or the back. Commonly, these professional illnesses are complex results from the
decomposition process bound up with the symptoms found on the physical part of
the body and affects the psychosocial of the worker.

According to National Institute for Occupational Safety and Health, United States
(NIOSH) [17], epidemiological studies was defined three component of MSD risk
factor while to conduct ergonomic risk assessments, there are also three risk factors
to considering that are psychosocial factor more to mental reaction of job dissatisfac-
tion on a working condition that is possible leading to physical strain, biomechanical
factor that focusing on physical body issues such as awkward posture, exerting exces-
sive force and static loading, and individual factor linking into personal factor such
as body mask index (BMI), gender, health history and age. Emphasize that MSDs
are the result of a combination of biomechanical and psychosocial pathogenic risk
factors for the workers’ health that this study has strong reason to explore with that
evidence.

Typically discussed in the field of ergonomic studies, combination factor can be
state as more than two or multiple factors when combined that can contribute to the
formation of MSD [13]. On the other hand, Sukadarin et al. [18] has shown that
several methods, such as WERA, QEC, REBA, OWAS, PATH, and PLIBEL, can be
used to evaluate posture and body area, which is essential for identifying ergonomics
risk factors for MSDs.

Previous study shown that, biomechanical risk factor occurs when a person can
accommodate psychosocial demands, which lead in a stress response, which in turn
can produce muscle tension or static muscle loading or produce other physiological
responses [13]. According to the European Agency for Safety and Health at Work
[19], low social support, aggressive behavior, conflicting demands, and family prob-
lems are among the causes of the negative psychosocial impact of organizations with
poor management systems. It will affect lifestyle, job satisfaction and organizational
attribute. Important part is component of psychosocial have been denote significantly
associated with MSD.

Indicate preceding research, there are also cases where workers experience a
combination of risk factors that contribute to other levels of injury [14]. There is
emerging evidence that a combination of exposure to physical and psychosocial
factors at work has a stronger association than either type of factor alone [20, 21]. For
that reason, authors ambitious to review and provide in the literature systematically
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graded evidence for possible associations between biomechanical and psychosocial
development of MSD among workers by relating them to disease etiology. Penul-
timately, summarize the evidence that linking biomechanical and psychosocial risk
factor that experience with disorder.

2 Material and Method

2.1 Article Search and Article Selection

Preferred Reporting Items for Systematic Reviews and Meta—Analyses (PRISMA)
as guidance to carrying out and provision of information in this study [Fig. 1]. Search
strategy conducted using relevant keywords such as ergonomics, MSD and biome-
chanical risk and psychosocial risk factor. Searching strategy performed using the
electronic database Scopus, Springer, CORE, ResearchGate, Elsevier, ScienceDirect
and Semantic Scholar. Although, possibilities reference beyond 12,000were then the
significance references be analyzed in next process.

In broad term, search strategies are conducted with a variety of significant
keywords equivalent to MSD risk factors for biomechanical and psychosocial. The
selection process is made using the search phrase Boolean with a combination of
“OR” and “AND” Boolean operator to fulfill the identification purpose.

To ensure systematic search were relevant and comprehensive, numerous topics
taken into the article search such as Hand ArmVibration (HAV),Whole Body Vibra-
tion (WBV), Upper limb MSD consortium, Peripheral Vascular Disorder (PVD),
White Finger Disorder (WFD), Lower Back Disorder (LBD), Cumulative Trauma
Disorder (CTD) and Psychological and Psychosocial Stress. An article was made to
ensure that all terms used as biomechanical and psychosocial of MSD risk factor are
taken into consideration the fact.

2.2 Inclusion Criteria

Our inclusion criteria are a key feature to answer research question. Article out of
our scope examples at screening process by means of computerized search must
been meet the inclusion criteria that are articles in English language, study design
must either on experiment or observational, emphasis on full or peer-reviewed report
literature, outcome must be related to MSD consortium that can be more than one
of disease etiology, the research covered either combination (Biomechanical and
Psychosocial) or single risk factor (Biomechanical or Psychosocial).

The exclusion of searches was non-ergonomic workplace, the riddance of this
because nonsignificant result of research. 153 articles were eligible, after 138 articles
were removed with justification while during eligibility process, only 15 articles left.
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Fig. 1 Flowchart of article search design

2.3 Data Extraction

Articles that have been included will be reviewed and summarized. A summary of
all the main findings related to the study were extracted in evidence Table 6 consists
of studies of relevance, epidemiology of risk factor and conceptual reviews. Where
necessary including the main finding and relevance fact as reviewers. These three
tables are interconnected with each other, referring to the original research article.
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2.4 Evidence Statement

To identify the level of research, important facts based on solid evidence and various
references are taken as research material that can not be manipulated to achieve the
highest level of evidence. This evidence will be processed and interpreted if it meets
the requirements of the study with a certain of boundary.

2.5 Evidence Quality Assessment

This publish articles has been thoroughly evaluated, synthesized, and digested by the
reviewers. 153 articles selected after the selection process were randomly checked
to ensure the content meets the level of the study. 15 articles were included in the
review has been evaluated themethodology throughmethodology quality assessment
list, adaptation from Ariens [22]. Quality criteria in it has been improved to suit the
objective of this study such as on exposure setting, only focus on exposure that are
adequate and appropriate rather than time prior to the occurrence of the outcome
and on Analysis and data Presentation, group the criteria into two categorize that
are statistical analysis and visualizing. After improving the quality criteria, a quality
assessment list was formed to evaluate the methodological quality of the article
reviewed (Table 1).

The Grading of recommendations, assessment, development, and evaluations
(GRADE) system is emerging as the dominant method for appraising controlled
studies and making recommendations for systematic reviews and guidelines [23].
The GRADE of evidence for supporting risk factor for the consistency of the results
between the systematic review (SR) (relevancy) was classified levels of evidence as
per Table 2.

The focus of the study is based on relative risk and risk estimate that is how often
the risk occurs and has an impact on workers. Through risk estimate, it can assess
the probability and impact of combination risk factor based on comparative studies
or previous observation studies from expert. The goal for future studies, is to assess
risk exposure and risk reduction of matrix probabilities and impact. Thus, if there is
no substantial relationship between MSD with the biomechanical and psychosocial
risk factor the study will be re-moved from the level of evidence due to insufficient
information, disputable calculations, or small parameters. Since our focus on risk
factor, we detailed grading of exposure measurement, we also choose the scoring
system by Sulsky [23] and adapted their assessment method for the biomechanical
and psychosocial risk factor see Table 3.
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Table 1 Methodological quality assessment lists

Criteria list Description Score

Study purpose a Clearly defined research objective + – ?

Study population b Population groups clearly defined + – ?

c Participation more than 80% + – ?

d Describe the demographic characteristics
of the population of interest including
their age, ethnicity, socioeconomic status,
education level, marital status, and work
status

+ – ?

e Determine eligibility criteria based on
inclusion and exclusion criteria of
individual is qualified to be a participant
in a research study

+ – ?

Exposure setting f Propose a definition of exposure that is
consistent with the clinical/conceptual
basis for the research questiona

+ – ?

g Provide a rationale for choice of exposure
time windowa

+ – ?

h Describe the proposed data source(s) and
explain how they are adequate and
appropriate for defining exposurea

+ – ?

i Provide evidence of validity of the
operational definition of exposure with
estimates of sensitivity, specificity, and
positive predictive valuea

+ – ?

j Support the unit of analysis chosen for
exposure measurement (e.g.,
person-months of exposure) and discuss
for alternative units of measurementa

+ – ?

k Address issues of differential and
nondifferential bias related to exposure
measurement and propose strategies for
reducing error and bias, where possiblea

+ – ?

Outcome measurement l Determine types of outcome
measures—primary, secondary, or tertiary
or other variables

+ – ?

m Determine clinical outcome case
definitions—Physician-based case,
Laboratory-based case, Lay worker-based
case or using secondary data sources

+ – ?

n Indicate behavioral and body part changes + – ?

(continued)
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Table 1 (continued)

Criteria list Description Score

o Conduct of a double-blind randomized
trial

+ – ?

p Variability and Quality control
issues—diagnostic procedures employed
in a trial been monitored

+ – ?

Study design q Clearly state research question + – ?

r Clearly state research objective + – ?

s Determine phenomena of interest (include
and exclude criteria)

+ – ?

t Clearly state main features (sampling
strategies and study population)

+ – ?

u Clear description of cases and controls.
Person suspect MSD syndrome before
90 days should be exclude

+ – ?

Analysis and data presentation v Confounding control + – ?

w Statistical analysis—sample justification,
reasonable model, strong interpretation,
multivariate analysis, variance or estimates

+ – ?

x Visualizing—Recurring patterns or
themes enable to findings and present
findings in appropriate ways

+ – ?

Note + Positive; – Negative; ? Unclear

Table 2 The GRADE system

Evidence grade Description Min

Solid evidence Consistent findings in excellent quality SR (high score review):
Reviewers belief that impact in the study indicate the actual
impact

≥ 8

Modest evidence Consistent findings excellent quality SR (at least one high score
review): Reviewers belief that impact in the study indicate
almost shows the impact, although considerably different

5–7

Reasonable evidence Consistent findings good quality SR (significant review): True
impact slightly different from the estimate

2–4

Inconclusive evidence Concerns all other cases, e.g., consistent findings in poor quality
SR, or inconsistent findings, or irrespective of the quality of this
study: True impact diverge substantially from the estimate

≤ 1
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Table 3 Quality assessment of risk factor

Exposure measurement Score

Profession, job title, classification of occupation 1

Qualitative specification of exposure in different work activities
(Biomechanical: standing, sitting, static or dynamic movements; Psychosocial: low
social support, bad management, crude individual, health being, workplace values,
offensive behavior, life satisfaction)

2

Quantitative specification of exposure in different work activities/physical strains with
information on intensity (Biomechanical: repetition, force, load weight, awkward
postures, or duration; Psychosocial: High psychological demand, low reward, high
expectation, ability to work, burnout)

3

Quantitative specification of exposure (as above) with additional plausibility check (e.g.,
information on daily work output or special controls through video analysis)

4

Direct measurement or biomechanical or psychosocial model calculation of strain with
specification of quantitative information (Biomechanical: repetition per time, force, load
weight, awkward postures, holding time of awkward postures, amount/amplitudes,
acceleration, velocity, torque; Psychosocial: labor demand does not match the size of
work, low reward is not commensurate with a lot of work, ability to work was measured
by work experience.)

5

3 Results and Discussion

3.1 Designation of Included Studies

Out of 236 articles, only 153 were in the full text screening process, after 83 articles
were excluded at the screening stage with the criteria set. Thus, making only 15
remaining articles were included in the review. Excluded article as not applicable in
the scope of ergonomic and workplace concepts. There are also articles that do not
provide evidenceof validity of the operational definitionof exposurewith estimates of
sensitivity, specificity, and positive predictive value and determine clinical outcome
case definitions based on MSD consortium diseases.

3.2 Included Studies Quality

3.2.1 Methodology Quality

As mention before, 15 articles were included in studies, 8 prevalence cross sectional
studies, 2 cohort studies and 5 experimental studies. From 8 significant cross-
sectional studies, 3 of them recorded solid and modest quality and 2 reasonable
quality. Besides that, cohort studies indicate 1 solid quality and 1 reasonable quality.
Furthermore, 1 experimental study recordedmodest quality and 4 reasonable quality.
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In general, 15 included studies were in acceptable quality. All the decision has been
made through the description on evidence grading on Table 2.

Overall, the basic strength of the article lies in the cohort study design where, they
have added value to the clear description of subject research where workers being
affected by MSD were excluded from studies. On the other hand, cross sectional
recorded a high score, but moderate quality is due to fail to satisfy reviewers belief
that impact in the study indicate almost shows the impact, although considerably
different.

3.2.2 Exposure Risk Factor Assessment Quality

Risk factor is as physical attributes or characteristic of the work environment and
social features that potentially increase harmful situation. While risk is probability
that a specific action or exposure will give rise to a negative, seriousness of the
consequences or severity if something dangerous occur [13]. Risk factor is more
difficult to control because his condition is variable, difficult to detect and has become
a normal habit in the job. If left untreated it will threaten workers physically and
psychosocially in the long run [27]. It is essential to determine the relationship
of conditions for administering effective responses for complete mediation of risk
maker or when making suggest attainable solutions to avoid possible mistakes in the
risk evaluation [28]. The definition of the risk factor, the risk factor levels, and the
theoretical minimum risk exposure level are presented in Table 4 [29].

In term of scoring of exposure risk factor assessment in generally recorded based
on the quality assessment from Table 3, one article indicates 2 scoring marks, while
majority recorded 3 scoringmarks. Otherwise, most article present quantitative spec-
ification of exposure risk factor with information on intensity. The scoring ratio on
Tables 5 and 6 shows the overall result.

Table 4 Definition of the risk factor, the risk factor levels and the theoreticalminimum risk exposure
level

Risk factor Exposure to occupational risk factors defined as
exposure occupationally to one or more of force
exertion, demanding posture, repetitive movement,
HAV, kneeling squatting and lifting or climbing

Risk factor level Two levels
1–No exposure to occupational ergonomic risk
factors
2−Any exposure to occupational ergonomic risk
factors
If possible, “any” exposure may be further classified
into “moderate” and “high” exposure, preferably
based on exposure in terms of level, frequency nor
duration

Theoretical minimum risk exposure level No exposure to occupational ergonomic risk factors
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Table 5 Scoring rating

Scoring rating Author Total

2 Michael Uhl [29] 1

3 Yarandi [30], Baek [31], Sekkay [3], Collins [2], McDowell [33], Azizan
[34], Kim [35], Roseiro [36], Xu [37], Hahhr [41]

10

5 Jackson [40], Asadi [39], Mohan [11], Yang [38] 4

Table 6 Methodological assessment list

Ref SD E
R
FA
S

Criteria list methodological quality assessment SC QL

g h i j k l m n o p q r s t u v w x

[30] CC 3 + ? + + + + + + – – + + + + + – + + 13a Sld

[40] CH 5 – + + + + + + + – – + + + + + – + + 13a Sld

[39] CH 5 + – + + – + ? + + – + + + + ? – + + 12a Sld

[3] CS 3 – – + + – + + + + – + + + + + – + + 12a Mod

[29] Exp 2 – ? + + – + – + – – ? + + + ? – + + 8 Inc

[31] CS 3 – + ? + – + + + + – + + + + – – + + 11a Mod

[37] Exp 3 – – + + + + ? + – – + + + + ? – + + 10 Res

[32] Exp 3 + – + + – + ? + – – + + + + – – + + 10 Res

[33] Exp 3 – ? + + – + + + – – ? + + + + – + + 10 Res

[36] CS 3 – ? + + – + + + – – + + + + – – + + 10 Res

[11] CC 5 – – + + + + + + – – + + + + + – + + 12a Sld

[37] Exp 3 – + + + – + – + + – ? + + + – – + + 10 Res

[38] CS 5 – + + + – + + + – – ? + + + + – + + 11a Mod

[32] CS 3 – – + + – + – + – – + + + + + – + + 10 Res

[41] CS 3 – + + + – + ? + – – + + + + – – + + 10 Res

acriteria a–f not listed because is about study setting. Ref Reference. SD Study design. ERFAS
Exposure risk factor assessment. Sld Solid. Mod Modest. Res Reasonable. Inc In-conclusive. SC
Score. QL Quality. abcdef Simply for descriptive information only, other provide validation item.
Study de-sign: Exp Experiment CS cross-sectional study; CH cohort study; CC case control study.
Total score calculated by counting the number of positive validity items. High score articles been
mark with an asterisk (a)

3.3 Biomechanical Factor Associated with MSD

Exposure to whole body vibration (WBV) has been identified as one of the most
important risks biomechanical factor for musculoskeletal disorders (MSD) [43].
According to, DHHS NIOSH [27] WBV defined as vibration transmitted to whole-
body, to be referred to self-propelled machines and means of transportation, covers a
more important role, from the health point of view, in comparison with that generated
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by steady machines. In particular foundation, factor that influence affect WBV expo-
sure with correlation of MSD is role played by some anthropometric characteristics,
such as stature, body mass and Body Mass Index (BMI), [31, 43]. Recent, anecdotal
studies providing process of whole-body vibration segmental correlation with MSD
need to determine through affect of fatigue muscle. Here we report the discovery
and characterization of a vast relationship between this disorder. For example, based
on a case study of haul truck activity [44], off road vehicle and moving equipment
increased postural requirements [45, 46] and exposes instances jarring or jolting
(mechanical shock) is a component of WBV, when transmitted to the human body
at the natural frequency may produce a condition known as resonance. During reso-
nance, the body part will vibrate at magnitude higher than applied excitation force
then muscles will contract in a voluntary or involuntary way and cause muscle and
tissue fatigue.

Reported a significant positive association between WBV exposure and MSD in
literature review and prevalence studied assigning descriptor of strong evidence to
the WBV-MSD relationship [28, 43–46]. Two cohort studies showed exposure to
WBV as risk for MSD [47]. Emphasized, this two-expose type of WBV exposure
(i) Transient shock that contribute to degeneration of lumbar spine more than the
continuous oscillatory component [48] and (ii) Multi axial exposure affect muscular
stress during long drives may lead to an increased risk of musculoskeletal disorders
[48].

Based on summary extracted data from included papers, shown in generally [3,
31, 32, 40, 41] present a description of exposure risk factor significant with clinical
standard, towards the concept of study. A relevant information on studies [30, 33],
emphasizes the reliability of exposure with preciseness of positive predictive value
and estimates of sensitivity to validate the definition of biomechanical risk factor
operation.

Although, with 15 articles included on this study, we can see a long list of 41
risk exposures presented and assessed, a total of 34 exposures been group in 14
attributes provided an initiative relation to the effects of MSD in Table 7. In the
study Firdaous Sekkay [3] showed #1, #7, #8, #11, #14, will cause a direct effect
on MSD through vibration transferred to the body part. Describe likewise where
vibration can reach. Major risk for MSDs is WBV [40] and identified as element
of biomechanical factors [49–51]. Recent, anecdotal studies providing process of
WBV segmental correlation with MSD need to determine through affect of fatigue
muscle [52]. Notably on a case study of haul truck activity [43] off road vehicle
and moving equipment increased postural requirements [46] and exposes instances
jarring or jolting (mechanical shock) is a component of WBV. The focus should be
on the exceedingly difficult study by Amzar Azizan [34] and Haiou Yang [38], where
its illustrate the measurement of significant exposure #2, #4, #7, #12, #19 to MSD
consortiums such as WBV, CTD, neck shoulder disorder, LBP and traumatic and
psychology stress.

In most epidemiological studies reviewed study [11, 35], showed clear clinical
evidence when their findings indicate exposure #1, #2, #3, #4, #6, #7, #8, #14 has a
very bad effect on body part that forms MSD. At the same time, it has been proven
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Table 7 Risk factor attributes

Symbol Risk factor (Exposure) Symbol Risk factor (Exposure)

#1 Forceful exertions—frequent
heavy lifting, pushing, pulling and
carry heavy object

#8 Work method and personnel relations

#2 Awkward Work Postures—Fixed
Or Awkward Body Postures, poor
lighting

#9 Noise

#3 Localized Contact
Stresses—Pinch stress

#10 Body attributes—Gender, High BMI,
Low nutrition

#4 Whole-body or segmental
vibration

#11 Job dissatisfaction—job insecurity,
effort reward imbalance, overload
effort, temporal demand, high job
demands, lack of task variability,
excessive work pace and/or duration,
inadequate work-rest cycles,
unaccustomed work

#5 Hand tools and equipment #12 Poor management—low cowerker
support, low procedural and relational
justice, hostile work environment, non
standard work arangment

#6 Temperature extremes #13 Education level

#7 Repetitive Motions Or Prolonged
Activities—Repetitive, Forced or
Prolonged Exertions

#14 Stress—Low stress management, Job
stressors

over the years that workers from the construction industry and heavy machinery are
vulnerable to long-term adverse effects such as depression, whole body and hand
vibration, Raynaud syndrome and various mental problems.

In general, 32 significant risk factors in 14 categories indicate mutually inter-
connected with MSD and when installed several exposures simultaneously over a
period of time it will produce worse effects such as Cumulative Trauma Disor-
ders, Muscle pain (joint pain, swelling, numbness). Carpal Tunnel Syndrome (CTS),
Peripheral Vascular Disorder (PVD) [11, 36, 37, 41]. Furthermore, while risk is prob-
ability that a specific action or exposure will give rise to a negative, serious-ness of
the consequences or severity if something dangerous occur [13].

Rapid Entire Body Assessment (REBA) showed that 57% of the jobs examined
fell within the high-risk category [53]. Airlinemaintenance face a poor biomechanics
overhead works in engine change facilities, in the upper extremities when working
on ladder, prolonged holding and overhead postures lead to neck shoulder syndrome
that indicate head noodling and rotator cuff on shoulder [39]. This consequence
weakness on rotator is also shown in the study [33] of riveting operators that must
keep high pinch stress during riveting process and agriculture olive industry when
forceful repetitive cutting [27].
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On the contrary, apart from heavy industry, music industry workers are also
affected by biomechanical risks as studied by Roseiro [12] in their study said drum-
stick impact to transient vibrations are prone to CTS and PVD thus concluding that
drummers are exposed to higher levels of effective acceleration than the value of
action recommended by European Directive 2002/44/EC. Various presence studies
were state that combination factor also affect the workers likewise univariate analysis
in Baek [31] Korean emotional labors studies indicate there was statistically corre-
lation between job satisfaction, social support and hip, leg and knee pain. Strong
evidence reported in Haahr [41] was correlation between incidence of elbow pain
and exposure of combined risk factor such as repetition, force exertion and awkward
posture. Notwithstanding, muscular activities have become a popular subject in labor
research but there have been many new studies that are moving towards the study of
combining factors between psychosocial and biomechanical factors.

3.4 Psychosocial Risk Factor Associated with MSD

The findings suggested that despite the substantial impact of the physical work with
respect to the etiology of musculoskeletal pain, researchers should expand their
focus to work-related psychosocial issues [54]. Emphasized in Lima [55] article
state that psychosocial consortium has a negative impact on social (environment)
and psychological (individual) which facilitates the formation of MSD. Thus, the
psychosocial risk factor also represents an important and complex risk factor for
various workers. The psychosocial work environment constitutes an important part
of an ergonomics evaluation of a workplace that is important that workers can explain
and describe their psychosocial work situation and identify problems affecting.

According to Baek [31], to show that it is true that there is a correlation between
psychosocial to MSD disease, can refer to various models of psychosocial factors
among those are from Bongers [56] which states that when there is a factor of
biomechanical exposure to the body’s energy such as localized contact stresses it will
directly have an effect on stress by changing posture through stress when there is a
psychosocial disorder. Furthermore, refer to Moon and Sauter [57] identified a direct
pathway between work methods, including ergonomics, organizational systems, and
work environments.

Other studies have indicated that different results are found for burnout muscle
(exhaustion) that are relationship between psychosocial factors and Work-Related
Musculoskeletal Disorder (WRMSD) [58]. Author states in findings that all these
injuries are multifactorial phenomena where psychosocial and biomechanical are
also among the combination factors influencing the diversity of MSD consortium
such as the main findings in the article Mohan [11] said that psychosocial impact
on WRMSD could be completely existent; and might be reported, for example back
pain, head ache or numbness. There is a basis, when van der Molen [58] found that
similar work-related psychosocial risk factors were associated with distress.
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Body description and nutritional factors will also affect our daily work. This
applies, in the study Yarandi [30] said the dimensions of low health responsibility,
weakness of stress management, no exercise and lack of nutrition were higher in
participants with musculoskeletal disorders. The above will increase BMI and affect
the circular system [14] and is very dangerous to concrete sector workers when
involved in filtering the sand, lifting cement, mixing concrete and pouring concrete
closely come out with numbness, knee disorder and if extreme temperature can cause
migraines. A combination of tired muscles due to exposure to vibrations and distress
make the spinal column more [3].

As always proven in research article [30, 35] management problem has a huge
impact on the employment sector. This is because, it contributes to psychosocial
problems that ultimately improve MSD statistics. Proven in article [31, 32] effort-
reward imbalance, low organizational justice and high job demands were associated
with the largest increased risk of MSD part, varying from 60 to 90%.

Researchers began to explore psychosocial risk exposure by age and gender, as
per review report by Collins [32] his study found that notable different affect for neck
and shoulder disorder, where male low affected then female. Another case showed,
long exposure tomonotonous and repetitiveworkwith arms lifted in front of the body
or twisted hand studied in past year, was associated with elbow pain among women
but not for men. [31, 41] Indeed, this elbow pain was related to biomechanical factor
among women subject because of low support at work and the mental resilience
abilities [41] This can give significant information that women are more likely to
suffer from MSD symptoms, based on biological difference gendered behavior [32]
Contradict with that, the emphasis on health aspects such as exercise and leisure
activities also contributes to disease prevention [55]. With respect to work related by
age, can be recognized the results finding byCollins [31]where alongwith increasing
age, workers have been exposed for a long time so it is not impossible why the pool
of subjects in old age mostly have these MSD symptoms.

Pursuant to Kim [35] indicate known complications of vibration exposure likely
arise secondary to chronic, repeated exposures that give rise to subclinical stresses
and may adversely affect social interaction [32]. However, Uhl [29] and Breloff [59]
predict if organization give a greater social recognition to the labor, it can prevent
the result of a loss of identity, stresses and decompensation by the somatic path that
will results MSD that run to and from the spinal cord.

From the findings revealed that high psychological demand andmonotonouswork
are significant association in termof how fast andhowmuch itwill be affectedwith the
circumstance of disorder. Thus, can interpreted, where biomechanical and psychoso-
cial risk factors have related importance when both can increase the susceptibility to
the disorder [60, 23]. This is consistently across risk factor and outcome on related
studies issues.
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4 Conclusion

It is clear that biomechanical risk factor contributes to a constituent of MSD. Along
with that, it will inevitably come when combined with psychosocial factor indi-
cate results of a distinctive. Penultimately, the biomechanical factor experience and
psychological factor exposure to workers were significantly associated and lead to
MSDs. Many well-known syndromes from awful biomechanical experience and
psychosocial risk factor that contributing to MSD has been scientifically shown.
Significantly this study, we found that most studies agree and can prove that there
is a correlation between biomechanical and psychosocial risk in influencing the
formation of MSD.

High job demands and vibration are the most exposure in most of the studies
reviewed. These studies were conducted experimentally but there were also self
reported symptoms from observational studies. Analyzed in epidemiological studies,
concerning about combining risk factor that it will be affected more outcome on
variability disease.

Limitation in this study is the lack of combining risk factor study material from
cohort and case control design where the possibility to get genuine evidence and
long-lasting studies. Very low research results that can prove the biomechanical and
psychosocial relationship in the formation of MSD. Consistent measurement and
concept of survey in psychosocial study should be clear and research further. Too
many studies have been done to prove the biomechanical relationship to symptoms in
the neck and shoulder also upper limb. It is also necessary to study this relationship to
the symptoms of knee disorder (lower limb). Definition of combining risk factor also
must be revised based on symptoms and disease consistency. That are high potential
in combining risk factor towards in long lasting’s research studies.
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Ergonomics Study in Quick Response
Manufacturing (QRM) Automotive
Workstation Environment to Overcome
Employee Complaints

Nelfiyanti , Nik Mohamed , and M. F. F. Ab. Rashid

Abstract The assembly line is an important process in producing a complete car
unit before the product is checked and delivered to the consumer. Assembly workers
during working hours are affected by work position, workload, placement of compo-
nents and aids during the process and equipment used in assisting heavy work
processes. Work positions with non-ergonomic workloads impact the disability and
musculoskeletal complaints (MSD) of workers. The purpose of this study is to iden-
tify the ergonomic risks of assembly workers. Analytical methods using the Nordic
Body Map (NBM) and QRM principles were used in this study. The results of the
analysis of the level of complaints of workers’ MSD during the work were obtained
for the categories of not sick (NS) 27.94%, slightly sick (SS) 36.76%, sick (S)
29.69% and very sick (VS) 5.6%. The most dominant complaints about S and VS
complaints were shoulders, arms, back, waist, buttocks, wrists and hands. MSD
complaints that employees feel are in the middle category with an average score of
64 points which means immediate remedial action is needed. Using the time-focused
QRM principle, improvements in work procedures and designing ergonomic tools
are needed to minimize MSD complaints that impact working hours faster, and there
is no overtime.

Keywords Automotive industry · Ergonomics · Musculoskeletal disorder (MSD) ·
Nordic body map (NBM) · Quick response manufacturing (QRM)

1 Introduction

Development of the manufacturing industry especially in the automotive field is
increasing rapidly from year to year. Definition of manufacturing is producing
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product in large quantities in global activity was started during the industrial revolu-
tion [1]. Automotive industry is the major contributor sector to the development and
growth of the national economy [2]. Today’s challenge for automotive industry is on
how to improve and sustain the manufacturing process in an unpredictable economic
situation, environmental, marketing and policy issues [3]. This is very important as
the country’s revenue is largely contributed by the automotive industry in driving the
industrial growth [4].

Automotive companies fromMalaysia and Indonesia, have a high volume of prod-
ucts that will be exported to several countries or imported into countries. Manpower
is the main source that influences the running of the automotive industry in these
two countries [5]. It uses workers as the main resource especially in the assembly
line. Therefore, the assembly processes require skills from workers, and the skills
possessed by the workers must be commensurate with the type of work such as
checking components, making tools and operating processes [6, 7]. Workers in the
assembly line regularly complain aboutMSDduringwork and afterwork [8].Muscu-
loskeletal disorders are major difficulties faced by workers at automotive assembly
line [9]. The impact of these MSD complaints will take longer production time
to complete the production target. Hence, the time required by the employees to
complete the work in accordance with the company’s target exceeds the period that
has been standardized by the company.

Ergonomics is a standard approach commonly used in the analysis of the working
system of interactions between humans, machines and the environment [10, 11].
Quality and productivity are influenced by work environment and work methods
that are part of employee performance assessment by considering ergonomic risk
factors [12–14]. There are two methods commonly used in postural risk assess-
ment in the workplace, namely RULA (rapid Upper Limb Assessment) and REBA
(Rapid Entire Body Assessment [15]. Many researchers have conducted research
on ergonomics in the assembly line using a force-matching approach in determining
action in ergonomic evaluation [16]; ergonomic contribution to the use of exoskeleton
in the upper-limb work process [17, 18]; the process of making aids using RULA,
NIOSH, MITAL guide [14, 19, 20]; and using Most and ERGOALWABP [13, 21]
in the identification of problems related to ergonomics. There is no visible QRM
method embedded with ergonomic approach in the ergonomic research so far. QRM
itself is a strategy used to reduce waiting time from consumers’ perspective [22, 23].
QRM responds to the needs of consumers by designing and making products quickly
according to needs quality and lower cost [22]. So far QRM is used to complement
Lean Manufacturing [24]; QRM Paradigm and Time Based Competition (TBC) in
lead-times reduction [25]; become a more effective competitive strategy in targeting
market needs [26]; and the application of QRM in reducing lead time to predict
material needs budget [27].

Significance of the research is the use ofQRMmethods embeddedwithErgonomic
methods in the assembly line of the automotive industry to determine the complaints
of MSD felt by workers that have a long impact on working hours. QRM focuses
on time studies while ergonomic studies are related to humans. In this research, the
object of research is the workers in the assembly section that involves the production
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process. QRM implanted with ergonomics studies the relationship between human
comfort and the impact of longer production time or compressed production time.

2 Methodology

Figure 1 describes the flow diagram of this research methodology. This diagram
consists of the following stages.

Fig. 1 Flow diagram of
research methodology Start

Literature Review on Ergonomic and Quick 
Response Manufacturing (QRM)

Study the work process at Assembly 
production line

Identify of Musculoskeletal disorders and 
data collection during the assembly line

QRM-Ergonomic repair improvements

Data validation of 
consistency

No

Yes CR <= 0.1

end
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2.1 Literature Review on Ergonomics and QRM

Research studies related to the topic of ergonomics andQRMare conducted to under-
stand and deepen the application of this method to cases in the industry. Ergonomic
methods are used for human-related cases, while QRM is used for processes to
minimize time. From the literature review that has been read and understood, no
researcher has combined ergonomic methods with QRM.

2.2 Study the Work Process at Assembly Production Line

In order to assemble parts and components, assembly lines for low tomediumproduc-
tion are highly dependable on manpower. MSD concerns are high for this form of
production set-up due to interruptions faced by workers at almost every workstation
along the assembly line [28]. The key source of concerns about MSD is the inappro-
priate working environment, which affects the effectiveness of employees in carrying
out tasks [29].

Since automotive manufacturing is classified as a heavy industry, it is very impor-
tant to enforce the required ergonomic work environment in the assembly process
[30]. Increasing numbers of MSD problems felt by staff are recorded in the neck,
shoulders, arms, hands, back, legs and ankles on the basis of several studies [9].
The grievances from the MSD resulted in low productivity of the assembly line as
the business was unable to reach the regular production goal, thus requiring over-
time to cover the output losses [31]. The additional working hours needed during
the assembly process impact the costs that the industry has to bear and the output
rating of the customers is reduced. The automotive industry is negatively affected by
overtime in terms of business efficiency and sales.

2.3 Identify of Musculoskeletal Disorders and Data
Collection During the Assembly Line

Direct observations were made on the assembly lines of selected automotive indus-
tries in Indonesia in this case study. These findingsweremade to get an understanding
of how workers function during working hours on the production line. This involves
the positioning, and the distance needed to transport, of the instruments and compo-
nents used in the process. This approach includes the workload of employees and
the time needed in the assembly process. In addition to findings, interviews were
often performed by workers to find out what the complaints they felt were. Inter-
views were often performed with supervisors and foremen in addition to workers,
who were the representatives who managed the assembly process from upstream
to downstream. These interviews were aimed at gathering data on the application
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of assembly principles and the usage of workstation tools [32]. The data obtained
from the observations and interviews were used for the assessment of the results of
the Nordic Body map (NBM) questionnaire by the workers. The assessment aims to
determine the complaints that employees feel fall into the category of a low, medium,
high or very high. This will affect the action that will be given.

2.4 Data Validation of Consistency

Then the next stage is the validation of the consistency ratio of the data obtained if the
value of CR > 0.1 then the data is not acceptable and must be repeated. In contrast,
if the value of CR ≤ 0.1, then accept the data so that it can perform other processes.
CR values measure of consistency and not a consideration of paired comparisons.

2.5 QRM-Ergonomic Improvement

This process is a suggestion that can be given to experts in the assembly line to
minimize the overtime needed by workers by reducing the risk of MSD complaints.
Recommendations are given based on the results of data and analysis of preparations
performed on the work process of workers in the assembly line.

3 Results and Discussion

3.1 Study the Work Process at Assembly Production Line

This study observes and analyses the work process performed by workers on the
assembly line of car products so that it becomes a whole unit. The assembly process
is done by assembling components from the smallest to the largest components. The
work process in the assembly line consists of the retrieval of components and tools
to be used, lifting, installing, pulling and running. Figures 2 and 3 show the way
the liaison workers in Malaysia and Indonesia work. It can be seen that the work
process performed by the automotive industry part of the assembly line in Malaysia
and Indonesia can be said to be similar and use the same body posture.

Figure 2 shows some of the methods and postures used by workers during the
assembly process. The way it works consists of bending while attaching components
to the car body, squatting with the side of the body sideways. The neck rotating,
placing the components into the car body with a slight bend, the position of the arms
and hands bent and rotating during the installation process and using both feet as a
force in limb defences during the process.
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Fig. 2 The Malaysian automotive assembly line

Fig. 3 The Indonesian automotive assembly line
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Figure 3 describes the work done by workers consisting of bending while taking
components to be placed inside the car body, taking components that have been
placed for the assembly process, bending during work processes for external work,
body bending forward and backward during component assembly process on the
roof of the car with the foot position not resting on the floor and the position of the
hand raised outside the body as well as rotating and bending during the installation
of components on the front of the car by focusing on the foot as a strength to hold.

3.2 Identify of Musculoskeletal Disorders and Data
Collection at During the Assembly Line

Identification of musculoskeletal (MSD) complaints that workers feel through the
results of observations, interviews and questionnaires Nordic Body Map (NBM) by
workers. The NBM questionnaire to be filled by the workers has a choice of not sick
(NS), slightly Sick (SS), Sick (S) and very sick (VS). Table 1 is the percentage of
workers’ complaints in the assembly line. The number of respondents used in this
study is 51 workers.

Table 1 describes the percentage of MSD complaints felt by NS category workers
of 27.94%,SSof 36.76%,Sof 29.69%andVSof 5.60%of 51workers in the assembly
line. The largest percentage is in theSS andS categories,meaning that remedial action
is needed in minimizing MSD complaints. MSD complains to assembly workers in
severe pain in shoulders, arms, back, waist, buttocks, wrists and hands. Workers feel
complaints about body posture due to work factors, workload, layout and equipment
used. All these factors greatly affect the smoothness of the assembly production
process, which affects working hours. The causative factors of MSD complaints are
obtained from direct observation and brainstorming with experts in the assembly
line.

MinimizingMSD complaints of assembly line workers can be done by improving
the way they work and designing tools that can simplify the work process. There is
no overtime in job completion related to the QRM principle.

3.3 Validation of Consistency

Validation is essential to check the accuracy of the results. The stage in the validity
test is to create a pairwise comparison matrix to determine and calculate the weight
of the criteria and alternative weights of each assessment criterion in the respondent’s
answer. The next step is to validate the consistency of the paired matrix. If the CR
value is > 0.1, should make a pairwise comparison again until the CR value is ≤ 0.1
(consistent). Repeat the same steps for each comparison matrix between alternatives.
Next, calculate the total of the multiplication between the alternative weights and the



688 Nelfiyanti et al.

Ta
bl
e
1

Pe
rc
en
ta
ge

of
as
se
m
bl
y
lin

e
w
or
ke
rs
’
co
m
pl
ai
nt
s
du
ri
ng

th
e
w
or
k
pr
oc
es
s

N
o

Ty
pe

of
co
m
pl
ai
nt

L
ev
el
of

co
m
pl
ai
nt
s
af
te
r
w
or
k

N
S

SS
S

V
S

To
ta
l

A
m
ou
nt

%
A
m
ou
nt

%
A
m
ou
nt

%
A
m
ou
nt

%
A
m
ou
nt

%

0
U
pp
er

m
ee
t

9
0.
63

23
1.
61

15
1.
05

4
0.
28

51
3.
57

1
L
ow

er
ne
ck

9
0.
63

21
1.
47

19
1.
33

2
0.
14

51
3.
57

2
L
ef
ts
ho
ul
de
r

7
0.
49

27
1.
89

16
1.
12

1
0.
07

51
3.
57

3
R
ig
ht

sh
ou
ld
er

7
0.
49

13
1.
26

23
1.
61

3
0.
21

51
3.
57

4
L
ef
tu

pp
er

ar
m

11
0.
77

18
1.
26

22
1.
54

0
0.
00

51
3.
57

5
B
ac
k

8
0.
56

14
0.
98

18
1.
26

11
0.
77

51
3.
57

6
R
ig
ht

sh
ou
ld
er

11
0.
77

11
0.
77

27
1.
39

2
0.
14

51
3.
57

7
W
ai
st

6
0.
42

17
1.
19

19
1.
33

9
0.
63

51
3.
57

8
B
ut
to
ck

14
0.
98

13
0.
91

22
1.
54

2
0.
14

51
3.
57

9
B
ot
to
m

18
1.
26

22
1.
54

9
0.
63

2
0.
14

51
3.
57

10
L
ef
te
lb
ow

11
0.
77

2S
1.
96

8
0.
56

4
0.
28

51
3.
57

11
R
ig
ht

el
bo
w

11
0.
77

21
1.
47

14
0.
98

5
0.
35

51
3.
57

12
L
ef
tl
ow

er
A
m
i

13
0.
91

14
0.
98

20
1.
40

4
0.
28

51
3.
57

13
R
ig
ht

L
ow

er
A
m
i

13
0.
91

9
0.
63

24
1.
68

5
0.
35

51
3.
57

14
L
ef
tw

ri
st

13
0.
91

13
0.
91

24
1.
68

1
0.
07

51
3.
57

15
R
ig
ht

w
ri
st

12
0.
34

12
0.
84

24
1.
68

3
0.
21

51
3.
57

16
L
ef
th

an
d

16
1.
12

13
0.
91

21
1.
47

1
0.
07

51
3.
57

17
R
ig
ht

ha
nd

11
0.
77

14
0.
98

21
1.
47

5
0.
35

51
3.
57

I8
L
ef
tt
hi
gh

18
1.
26

21
1.
47

11
0.
77

1
0.
07

51
3.
57

(c
on
tin

ue
d)



Ergonomics Study in Quick Response Manufacturing (QRM) … 689

Ta
bl
e
1

(c
on
tin

ue
d)

N
o

Ty
pe

of
co
m
pl
ai
nt

L
ev
el
of

co
m
pl
ai
nt
s
af
te
r
w
or
k

N
S

SS
S

V
S

To
ta
l

A
m
ou
nt

%
A
m
ou
nt

%
A
m
ou
nt

%
A
m
ou
nt

%
A
m
ou
nt

%

19
R
ig
ht

th
ig
h

21
1.
47

22
1.
54

3
0.
56

0
0.
00

51
3.
57

20
L
ef
tk

ne
e

17
1.
19

27
1.
89

5
0.
35

2
0.
14

51
3.
57

21
R
ig
ht

kn
ee

15
1.
05

23
1.
61

12
0.
34

1
0.
07

51
3.
57

22
L
ef
tc
al
f

26
1.
82

20
1.
40

4
0.
28

1
0.
07

51
3.
57

23
R
ig
ht

ca
lf

22
1.
54

21
1.
47

3
0.
56

0
0.
00

51
3.
57

24
L
ef
ta
nk
le

21
1.
47

25
1.
75

5
0.
35

0
0.
00

51
3.
57

25
R
ig
ht

an
kl
e

21
1.
47

17
1.
19

S
0.
56

5
0.
35

51
3.
57

26
L
ef
tf
oo
t

19
1.
33

21
1.
47

10
0.
70

1
0.
07

51
3.
57

27
R
ig
ht

fo
ot

19
1.
33

20
1.
40

7
0.
49

5
0.
35

51
3.
57

To
ta
l

39
9.
00

27
.9
4

52
5.
00

36
.7
6

42
4.
00

29
.6
9

80
.0
0

5.
60

14
28

10
0.
00



690 Nelfiyanti et al.

Table 2 Test the validity of the consistency of criteria and alternative factor elements

No Elements factor CR consistency validity value Description

1 Comparing the level of importance of
factor elements based on alternative
objectives selects the level of process
available on the assembly line

0.0708 Valid

2 Compare the level of importance of
factor elements based on job position
criteria

0.0441 Valid

3 Compare the level of importance of
factor elements based on workload
criteria

0.0557 Valid

4 Compare the level of importance of
factor elements based on work layout
criteria

−0.0460 Valid

5 Compare the level of importance of
factor elements based on Equipment
criteria

−0.0007 Valid

criteria weights. The validation test in this study usesMicrosoft Excel Programming.
Table 2 is the result of the consistency validation of the criteria paired matrix and the
alternative paired matrix. The average consistency validity value CR ≤ 0.1.

3.4 QRM-Ergonomic Improvements

Complaints of MSD felt by workers in the assembly line belong to the medium
category. This means that corrective action is needed to minimize these complaints
by considering the ergonomic aspect with the QRM approach. This is because the
solution that will be provided should have an impact on the reduction of overtime
required by workers in completing car product units in accordance with produc-
tion capacity. The solution provided can be in the form of improvement of work
procedures performed by employees by considering the ergonomic aspects so that
complaints of MSD can be minimized. In addition to changes in work, procedures
improvements can be done with the design of ergonomic aids for workers. As for the
aids that can be provided in the form of a lift car that can be adjusted up and down so
as to suit the working posture condition. Figure 4 car lifter design in the car product
assembly process.
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Fig. 4 Desain Lifter car in
the car product assembly
process

4 Conclusion

Studies conducted with ergonomic methods show that workers’ MSD complaints
during work are in the category of not sick (NS) of 27.94%, slightly sick (SS) of
36.76%, sick (S) of 29.69%and very sick (VS) of 5.6%. The biggest complaints are in
the SS and S categories. The most dominant body posture complaints are shoulders,
arms, back, waist, buttocks, wrists and hands. This complaint is at a moderate level,
meaning that corrective action is needed to minimize MSD complaints to assembly
line workers as soon as possible to reduce overtime in completing work using the
QRM principle. Corrective action should be based on work factors, workload, the
layout of facilities and equipment used for the smooth running of the work process
without causing MSD complaints to employees. The improvements made can be in
the form of refinement of work procedures and design of aids such as automatic
lift cars that can adjust workers’ height to work in comfortable conditions without
having to bend and squat.
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Investigation of Ergonomics Risk
Assessment Among Manual Assembly
Manufacturing Workers in Medical
Device Industry

M. S. Md. Noh, S. A. Che Ghani, and M. H. Muhammad Sidik

Abstract Workers in manufacturing industry are exposed to work-related muscu-
loskeletal disorders (MSD) due to ergonomics risk factors such as awkward postures,
repetitive motion or workstation design. Aim of this paper is to identify work-related
MSD among manual assembly manufacturing workers in multinational medical
device industry in Malaysia. Medical device industry is currently a rising sector
with great potential growth in Malaysia, thus available research on ergonomics risk
assessment is scare. Data collection was carried out with adapted questionnaire from
Guideline on Ergonomics Risk Assessment at Workplace 2017, developed by the
Malaysia Department of Occupational Safety and Health (DOSH) in a company in
Penang, Malaysia. The MSD assessment used under the guideline is Cornell Muscu-
loskeletalDiscomfortQuestionnaire (CMDQ) for standing operation and hand symp-
toms. A total of 86 manual assembly workers participated in this study. The results
show that the most frequent affected body parts with the highestMSD severity scores
were lower back and right shoulder. For hand assessment, the most frequent affected
hand areas with the highest MSD severity scores were right thumb, right index-
middle-ring fingers and right thumb-middle palm. The outcome of the study can
serve as initial ergonomic risk assessment for advance ergonomics risk assessment
to develop hierarchy of improvement measures as per outline in the guideline for the
medical device manufacturing occupational group.

Keywords Ergonomics risk assessment ·Medical device industry ·Manual
assembly
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1 Introduction

It is not surprising that, ergonomics issues among workers especially in Malaysia are
getting more attention from the researchers. Workers in various sectors and industry
are exposed to experience musculoskeletal disorder (MSD) when performing their
daily operation tasks which involve movement such as performing tasks in awkward
postures, repetitive task activities, lifting and carrying heavy objects. MSD includes
a wide range of inflammatory and degenerative conditions affecting the muscles,
tendons, ligaments, joints, peripheral nerves, and supporting blood vessels, that may
impact on various body areas, frequently neck, shoulder, forearm, hand, upper back,
lower back, leg and feet [1].

Department of Occupational Safety and Health (DOSH) in Malaysia has reported
an exponential increase of confirmed musculoskeletal disorder (MSD) cases in
Malaysia from 2005 to 2018 [2] as shown in Fig. 1. As a result, industry is not only
losing the occupational manhour loss, but subsequently baring the high compensa-
tion cost due to the occupational diseases. The cost has reached MYR 14 million in
2014 in comparison to slightly above MYR 2 million in 2009 [3].

MSD impact on the workers is often correlated of the nature of work, where most
of work activities are dominated by certain movement using particular parts of the
body, where the tasks are performed repetitively in daily operation. In recent study,
workers that work at the packaging line in Malaysia experienced high prevalence of
MSDat shoulder and arms region caused by dominant work activities such as pulling,
pushing and lifting [4]. In another study conducted among the female school teachers
inMalaysia, found that, themost affected body parts with highMSDprevalence were
feet, followed by knee, upper back, and lower back [5].

Fig. 1 Trend of reported MSDs from 2005 to 2018
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In a medical device manufacturing industry, workers are assigned to produce a
wide range of medical devices, defined as instrument intended for use in the diag-
nosis of disease or other conditions, or in the cure,mitigation, treatment, or prevention
of disease, in man or other animals. This industry is growing rapidly in Malaysia
with over 200 medical device manufacturers including 30 multinational companies
which contributed a total international trade of RM20.4 billion in 2016 [6]. Similar to
othermanufacturing industries, medical device industry consists of variousmanufac-
turing processes which involve direct involvement of workers during the operation.
However, due to stringent requirement to ensure user’s safety, all materials, equip-
ment and manufacturing steps must be fully validated and workers are compulsory
to possess qualified skills in performing the required tasks.

This paper discusses on the MSD prevalence of manual assembly workers in
medical devices industry in Malaysia using the available guideline on ergonomics
assessment, developed by DOSH. The outcome of the study can be used as the first
information to conduct advance assessment to identify ergonomics improvement and
to develop hierarchy of improvement measures as per outline in the guideline.

2 Methodology

The study was conducted in one of the multinational medical device manufacturing
company in Penang state, Malaysia. The selected production area manufactures
medical infusion devices in manual assembly operation. The process flow of the
study is summarized in Fig. 2.

2.1 Work Flow

The current production processes are divided into 4 major sections, namely raw
material, sub-assemblies, final assembly and packaging as shown in Table 1. The
number of manual handling processes is defined accordingly in each sub sections.

In this study, sub-sections of sub-pump assembly and final assembly were chosen
to represent the worst-case assembly areas due to number of manual assembly
processes and the type of operation which involves a mixture of standing and sitting
operations. Operators that are currently working in respective sub-section are trained
and allowed to perform task rotation between the processes, however, fixed at one
process per day.

At current, production is running with 3 shifts in a day with the breakdown of 8 h
per shift as standardworking duration, defined asmorning, afternoon and night shifts.
The shift rotation happens every weekly. Standard working days are from Monday
to Friday. Due to business needs, morning shift workers of the week are required to
work extra hours on Saturday day shift for 12 h, in the first 3 weeks of the month.
Sunday is a compulsory rest day for employees, where employees are not allowed
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Fig. 2 Process flow of the study

to work continuously for seven days as outlined in the Malaysia Employment Act
1955 [7].

2.2 Participants

A total of 86 manual assembly workers from different shifts were randomly selected
by the respective production shopfloor supervisor from sub-pump assembly and final
assembly areas. The pre-requisite requirement is the worker must have worked more
than 6 months in the current assembly area.

Table 2 shows distribution of total 86 workers from both selected areas. Shift C
of sub-pump assembly was without any representative due to business reason.

The participants were given a detail briefing of the study purposes and potential
benefits associated with study participation at the beginning of the session. At the
end of briefing session, participants were given opportunity to ask for additional
information before signing off the consent form as confirmation of the involvement
in the study. The involvement rate was 100% from the total 86 identified workers.
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Table 2 Distribution of
participants from selected
areas

N = 86 Sub-pump assembly, n Final assembly, n

Shift A 15 20

Shift B 15 18

Shift C 0 18

Total 30 56

2.3 Questionnaire

Two sets of questionnaires were prepared for each participant. The first set of the
questionnaire was made available in Malay and English languages. Workers were
given opportunity to choose to answer the questionnaire in any preferred language.
The first set of this questionnaire was adapted from Appendix 4 of the Guideline on
Ergonomics Risk Assessment at Workplace 2017 [3]. Minor enhancement and addi-
tional survey questions were included in the form in order to gain better demographic
information from the workers. The first set of questionnaire includes 4 sections,
namely, Part A on socio-demographic background such as age, height, weight, race,
educational level and marital status including the numbers of children below 6 years
old. Part B consist of working condition mainly on occupational information (12
items) including date of join, no of breaktime and type of working situation (sitting
or standing). Meanwhile, for Part C, a set of 3 main questions which are related to
social lifestyle such as smoking behavior, hobby and no of sleeping hours. The last
Part D is where workers need to input their medical history such as past accident
cases, diseases or pregnancy status.

The second set of questionnaire was the standard Cornell Musculoskeletal
Discomfort Questionnaire (CMDQ) for standing operation and hand symptoms [8].
CMDQis at themoment also available in the currentDOSHGuideline onErgonomics
Risk Assessment at Workplace 2017 [3] as part of standard evaluation for the MSD
assessment. There are 2 parts of the assessment. The first part was the assessment on
18 body parts, includes neck, shoulders, upper back, upper arms, lower back, fore-
arms, wrist, hip, thighs, knees, lower legs and feet. The second part was the assess-
ment for hand region which was divided into 6 hand areas. In total, each participant
had to answer 54 items in the first assessment and 18 items in the second assess-
ment. Each body part in the CMDQ was self-assessed by the individually by each
participant, held in a group, supported by 2 research assistants. The scoring system
was directly adapted from the scoring analysis in the original CMDQ [8]. Each body
part in the questionnaire comprised three sections (frequency, discomfort and inter-
ference) and the scoring number is listed in Table 3. Total MSD severity score was
obtained by multiplying all 3 sections for each individual body part, resulting scores
range from 0 (no problem) to 90 (very high impact on MSD).
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Table 3 CMDQ scoring for
frequency, discomfort and
interference

Frequency score Discomfort score Interference score

Never = 0
1–2 times/week =
1.5
3–4 times/week =
3.5
Every day = 5.0
Several times daily
= 10.0

Slightly
uncomfortable = 1
Moderately
uncomfortable = 2
Very uncomfortable
= 3

Not at all = 1
Slightly interfered
= 2
Substantially
interfered = 3

3 Results and Discussion

3.1 Background Information

The socio-demographic information of the participants is shown in Table 4. Average
age of the participants is 28.53 years oldwhere 45.4%of the population is between 18
and 25 years old. 83.7% of the participants are local Malay. 80.2% of the population
are below 35 years old and 52.3% are still single. The average bodymass index (BMI)
of the population is at normal level at 24.17, however about 11.6% are underweight
and another 11.6% are obese.

The average working experience is at 43.93 months which is equal to 3.7 years of
working experience at the same production area. In actual operation, each operator
is attached to multiple processes within the same sub-assembly operation. About
52.3% participants are working more than 50% of their time in sitting operation
while 38.4% participants need to perform mix operation that allows them to sit for
certain production processes and requires them to stand up for other processes. 65.1%
participants are attached to final assembly while the rest is working at sub-pump
assembly.

Additionally, it shows that 48.8% of the participants are actively participating
physical activity in their free time which shows the practice of healthy lifestyle.
As for the body recovery, about 82.6% participants are able to have enough sleep
between 6 and 8 h per day whereby the average sleeping hour is at 6.79 h which is
sufficient for young adults.

3.2 MSDs Prevalence

The first part of the assessment is the prevalence of MSD on full body which is
shown in Table 5. Frequency (F) is the accumulated count of pain at respective body
part experienced by each participant against the total participants. The scoring of
CMDQ (S) is also defined as MSD severity, obtained by multiplying all 3 sections
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Table 4 Socio-demographic profile (N = 86)

Variables Total (N = 86)

n % Mean ± SD

Age (Years) 28.53 ± 6.99 years old

18–25 39 45.3

26–35 30 34.9

36–45 15 17.4

> 46 2 2.3

Ethnicity

Malay 72 83.7

Vietnamese 13 15.1

Others 1 1.2

Marital status

Single 45 52.3

Married 41 47.7

Body Mass Index (BMI) 24.17 ± 7.23

Underweight (< 18.5) 10 11.6

Normal (18.5–24.9) 51 59.3

Overweight (25–29.9) 15 17.4

Obese (> 30) 10 11.6

Education level

Primary school 1 1.2

Secondary school 62 72.1

Higher education 23 26.7

Years of service 43.93 ± 23.17 months

< 12 months (1 year) 5 5.8

12–36 months (2–3 years) 31 36

37–60 months (4–5 years) 17 19.8

> 60 months (> 5 years) 33 38.4

Working position

Sitting > 50% 45 52.3

Sitting (50%) + Standing (50%) 33 38.4

Standing > 50% 8 9.3

Working area

Sub-pump 30 34.9

Final Assembly 56 65.1

Physical activity

Yes 42 48.8

(continued)
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Table 4 (continued)

Variables Total (N = 86)

n % Mean ± SD

No 44 51.2

No. of sleeping hours 6.79 ± 1.16 h

< 6 h 14 16.3

6–8 h 71 82.6

> 8 h 1 1.2

Medical history (including current pregnancy)

Yes 16 18.6

No 70 81.4

Table 5 CMDQ of full body
assessment

Body parts Frequency % (F) Scoring CMDQ (S)

Neck 73 430

Shoulder (R) 71 469

Shoulder (L) 47 229

Upper back 59 276

Upper arm (R) 42 247

Upper arm (L) 27 116

Lower back 73 693

Forearm (R) 32 331

Forearm (L) 30 191

Wrist (R) 47 456

Wrist (L) 36 318

Hip/buttocks 30 235

Thigh (R) 21 140

Thigh (L) 12 69

Knee (R) 36 275

Knee (L) 32 203

Lower leg (R) 39 246

Lower leg (L) 35 132

Foot (R) 53 567

Foot (L) 44 338

(frequency, discomfort and interference) for each individual body part as explained
in Table 3.

The most frequent affected body parts (F) were lower back (73%), right shoulder
(71%) and neck (73%). The top 3 were followed by upper back (59%), right foot
(53%), left shoulder (47%) and right wrist (47%). The least effected body parts were
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left thigh (12%), right thigh (21%) as well as left upper arm (27%). In terms of MSD
severity score (S), the highest MSD severity on body parts were lower back (693),
right foot (567), right shoulder (469), right wrist (456) and neck (430). The least
MSD severity were right thigh (69), left upper arm (116) and left lower leg (132).

Manual assembly processes involve a lot of body movement especially during
manual handling of components and tools. The most frequent body parts associated
with MSD (F) resulted from the assessment were lower back, right shoulder and
neck. However, for the MSD severity scoring (S), lower back, right shoulder and
right foot had the highest scores. This concludes that lower back and right shoulder
are two highest MSD prevalence among manual assembly workers in medical device
manufacturing industry. This is in line with similar studies conducted on assembly
workers at the other manufacturing industries in Malaysia where shoulder [9] and
lower back [10] are the most affected body parts with MSD prevalence.

Nonetheless, the result showed that, 73% of participants still claimed to experi-
ence. discomfort at the neck. To analyse this, the lower MSD severity (S) scoring
in comparison to the MSD severity (S) on the right foot shows that the discom-
fort at neck area had less interference on their work performance. To add on this,
since only 47.7% of the participants were working in standing and mixture of sitting
and standing operation, the reported discomfort frequency at the right foot could be
lower in comparison to neck. However, highMSD scoring (S) of the right foot which
most probably the dominance foot of most participants indicates high interference on
their daily work performance. Similar study conducted to the female school teachers
in Malaysia confirmed the high MSD prevalence on the feet and knee due to long
standing operation in their daily task [5], supported by other researchers conducted
on different standing tasks outside Malaysia [11, 12]. Yet, this study highlighted that
the MSD prevalence happened at both upper body parts (neck, shoulder) and lower
body parts (lower back and feet), which agreed with other earlier studies [13, 14],
which were due to high repetitive motion of the upper body parts and prolonged
standing together.

The second part of the CMDQ assessment was focusing specifically on right and
left hands. The breakdown of the affected hand area is shown in Fig. 3. Figure 4 shows
the frequency of MSD prevalence (F) from all participants and CMDQ scoring (S)
for both hands in a single graph. In general, right hand is having higher frequency
percentage of MSD prevalence among participants as well as higher MSD scoring.
The most frequent affected (F) hand areas were right thumb (59%), right index-
middle-ring fingers (58%) and right thumb-middle palm (55%). The least affected
hand areas were right and left ring-pinkie fingers (20% each) and left index-middle-
ring fingers (36%). The highestMSD severity scores (S)were right thumb (491), right
index-middle-ring fingers (407) and right thumb-middle palm (341). The least MSD
severity scores were left ring-pinkie fingers (182), left index-middle-ring fingers
(200) and left thumb-middle palm (221).

The top 3 of affected hand areas for hand assessment were right thumb, right
index-middle fingers and right thumb middle palm, which all 3 hand areas met both
categories of the highest frequency (F) and MSD severity scores (S). The result
specifies that the right hand is prominently used by the manual assembly workers



Investigation of Ergonomics Risk Assessment Among Manual … 705

Fig. 3 CMDQ of hand area assessment

Fig. 4 CMDQ right and left hands

in their daily operational tasks, although the question of right- or left-hand domi-
nance was not asked in the initial demographic questionnaire. The result can also
be correlated to the high MSD prevalence on the right shoulder in the first full body
assessment, where right hand could have been used dominantly when performing
tasks. The combination between the movement of thumb-index finger-middle finger
andmiddle palm is the keywhen performingmanual assembly tasks, especiallywhen
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performing precision pinching of small objects [15] and when pushing the assembly
tools like push button. There is no similar study available especially in Malaysia
to compare the MSD prevalence for hand assessment throughout the search from
various journals. This shows the importance to executing more studies to explore the
ergonomics risk on hands for manual assembly tasks. However, a similar assessment
was conducted to a group of dentist which agreed that right thumb, right index-middle
fingers and right thumb middle palm were having the highest MSD percentage [16],
mainly due to holding equipment and repetitive tasks.

The prevalence of MSDs varies with the type of works mainly caused by inten-
sified activities on certain body parts [17]. It is important to perform further evalua-
tion on the work movement task analysis (WMTA) associated to the most frequent
body parts with high MSD prevalence. At such, advance ergonomics risk assess-
ment such as NIOSH equation, Occupational Repetitive Action (OCRA), Strain
Index, Snook & Cariello, Ovako Working Posture Analysis System (OWAS), Rapid
Upper LimbAssessment (RULA) andRapid Entire BodyAssessment (REBA) can be
further applied according to the ergonomic risk factors (examples: repetitive tasks,
forceful exertion and awkward postures). This methodology is defined in details
as the Advance Ergonomics Risk Assessment (Advance ERA) in the Guideline on
Ergonomics Risk Assessment at Workplace 2017 [3].

3.3 Ergonomic Assessment

Ergonomics has made a very little impact especially in manufacturing sector in
Malaysia. Ergonomics is often and mainly associated with occupational health and
safety, rather than measures for general improvement on quality, cost and perfor-
mance [18]. The use of ergonomic assessment enables quick identification of severe
MSDprevalence amongworkers in the current work area. Hence, this study has taken
an approach in applying the ergonomics risk assessment. Based on the available
guideline, initiated by Malaysia DOSH.

Although ergonomics assessment involves high initial investment, time
consuming and needs for special expertise, the results obtained are useful for
managers to implement actionmeasures [18]. There are huge opportunities formanu-
facturing companies inMalaysia to start adapting ergonomics as part of the company
culture and growth.

4 Conclusion

In conclusion, manual assembly manufacturing workers in medical device industry
in Malaysia had shown significant MSDs prevalence. The most affected body parts
were lower back and right shoulder. For hands, the most affected hand areas were
the right thumb, right index-middle fingers and right thumb middle palm. The result
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of this study can be used for advance ergonomics risk assessment to develop hier-
archy of improvement measures as per outline in the Guideline on Ergonomics Risk
Assessment at Workplace 2017.
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Abstract In tropical developing countries, theworkers in the construction industries
are facing with high risk of thermal stress. As global temperature is estimated to be
increased year by years thus constituted significant negative impacts to the workers
at construction industry in Malaysia. Therefore the objective of this research paper
is to highlight the findings on the perceptions of Malaysian construction workers
towards the significant impact of thermal to their life. Utilizing structured ques-
tionnaire survey, there were 292 respondents response were gathered throughout
Malaysian construction sector. The method of data collection used in this study is
through online surveys by usingGoogle Forms. The data have been analyzed through
Structural EquationModelling (SEM) and by using SPSS softwareVersion 24 aswell
as Partial Least Squares (PLS) analysis techniques using the SmartPLS 3.0 software.
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The findings indicated that the variable heat stress, task performance, and behavior
among construction workers’ could affect significantly the human performance.

Keywords Climatic · Psychology · Physiology · Heat stress · Performance

1 Introduction

The construction industries’ workers are the most exposed to the effects of heat
exposure. Furthermore, they are burdened with heavy workload which needs to be
done in a period of time.Additionally, they are prone to various circumstances such as
distracting noise level, contaminants and machinery malfunctions. Many of workers
push themselves to their limit without considering their health just to get some extra-
payment. This could increase the bad effect of the heat exposure and will lead to a
lower performance in a long term especially when climate change is involved.

Hazards in the industries are divided into five which include psychosocial,
ergonomic, physical, biological and also chemical. The factors that contributed to
the heat stress and physical hazard are, occupational, environmental and individual
factors. Individual factors that contribute to heat stress are acclimatizing, age, index
of body mass, percentages of body fat, monthly income and also marital status.
Regarding the occupational factors, the duration of heat exposure, period of employ-
ment, rating of perceived exertion (RPE), work shift, metabolic workload, work unit
and water consumption are the contributing factors to heat stress. Environmental
factors that relate to heat stress are based on the Wet Bulb Globe Temperature
(WBGT) index, dry bulb temperature, wet bulb temperature, air velocity, relative
humidity and globe temperature [1]. Heat is a form of energy. Heat can be generated
either endogenous or exogenous process [2]. From safety and health point of view,
heat stress is physical hazards which can cause health effect in direct and indirect
condition to specific industrial workers.

There are four main effects of heat stress, which are physiological strain, heat
related disorder, productivity and performance [3–5]. Physiological changes that
have been identified that effects heat stress are as follows; heart rate, body core
temperature, sweating rate, dehydration and blood pressure. Health effects are cate-
gorized into two parts which are chronic and acute health effect. Acute health effect
such as lethargy, heat fatigue, dizziness, unstable movement, heat rashes, heat stroke,
heat cramp, and heat collapse.

There are many factors that affect the level of heat stress based on the individual
in indoors with or without air-cooling, outdoor in shade or in full sun. The time span
of exposure, level, acclimatization, type of activity and clothing determine the effect
of heat stress. Individual health, age, obesity, and sex also need to be considered for
estimating impacts [6]. The result of studies on heat stress shows that there are two
types of factors that play a role in adjusting the comfort level which are individual
factors and environmental factors [7, 8].
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Meanwhile, a survey study related to the human psychology, which targeted the
construction industry’s workers to identify effect of climate on the workers at the
construction. Thus, the objectives of this study are to identify the measurement
parameters for heat stress and strain index and to apply the parameters identified to
do a study on the parameters’ effect on the physiology, psychology and performance
of the workers.

2 Methodology

After a deep research, data were collected by a survey questionnaire. Discussion
related to the study, which is the perception surveys for the various environmental
factors that are used include the temperature and relative humidity and also the
collection and elaboration are described below.

2.1 Conceptual Model of Perception Survey

The study is a quantitative study that uses descriptive statistics (frequency, mean,
standard deviation) and analytical tests causal-effectivemethod.Al-Bouwarthan et al.
[9], Venugopal et al. [10] States that studies in the field of heat stress and how it effects
the worker’s performance are monopolized by quantitative studies. Therefore, this
study is in line with the methods used by previous study (eg; [11–14]). Figure 1
indicated the conceptual framework of the workers’ perceptions study.

The perception survey will be conducted to assess the effects of two factors of
heat stress, which are the relative humidity and temperature among workers in the

Fig. 1 Conceptual framework
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construction industry inMalaysia on their performance. A questionnaire is developed
based on the previous studies [6, 15]. This questionnaire has three parts: general
information, the performance and the factors of heat stress.

The questionnaire will be administered to the workers who volunteered from
various places in the construction sector. There will be a trained interviewer that will
clarify any vague questions. The questionnaire was sent randomly to the construc-
tion workers’ all over Malaysia. The used of the current strategy of sending the
questionnaire which was using the google form, survey and distributing the form of
all workers from Malaysian construction industry.

The method of data collection used in this research is through online surveys by
using Google Forms. According to Narayanaswamy et al. [16], online surveys have
become important because of fewer cost of administering a questionnaire, ability to
achieve a large population, temporal and geographical advantages, which reached a
unique population easily. Furthermore, the free availability of the tool and automatic
recording of user response in its spreadsheet have made data collection and analysis
simple. The Google Form provided by the researcher are distributed to the respon-
dents via smartphones and also email. WhatsApp groups related to the construction
sector that have been identified have been formulated to distribute the questionnaire
besides using the method stated.

2.2 Survey

The workers’ perception of heat stress and performance of workers due to higher
heat in the workplace were consider in the statistical analysis. A good subjective
perception of the heat stress among workers exposed to heat collected by using the
survey questionnaire. The questionnaire was construct after a review of the literature
on heat stress.

The questionnaire is adapted and modified based on the Heat Strain Score Index
(HSSI) [17], the High Occupational Temperature Health and Productivity Suppres-
sion, HOTHAPS [18] and Individual Work Performance Scale [19]. In this study,
optimum index was chosen by study the correlation coefficient between various
indices as well as with physiological parameters. The questionnaire includes five-
point scale from “Strongly dissatisfied” to “Strongly satisfied” inmeasuringworker’s
perception on heat stress and the performance while working in construction sector.

Previous studies describe that Heat Strain Score Index (HSI) indices and WBGT
showed the highest correlationwith other physiological parameters due to the positive
features of WBGT such as calculation and ease of measurement. WBGT can be
introduced as the most reliable empirical index for detecting the heat stress in heavy
activity [17]. This was a concrete reason the used on the instrument for this study by
the combination of these three previous instruments used by previous researchers.

The questionnairewas reviewed by relevant experts and conducting piloted among
53 outdoor construction workers. Revisions were made to ensure all questions are
understandable and clear. The final questionnaire was showed in Table 1, which
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Table 1 Research instrument

Construct Items

Demographic background i Gender
ii Age
iii Working experience
iv Knowledge on heat stress

Heat stress HS1 Muscle cramps, excessive sweating and thirst

HS3 Severe heat exhaustion and syncope

Workers performance WP1 Fall in performance

WP2 Avail more leave due to excessive heat
resulting in reduced income

Task performance TP1 Work too much

TP2 Uncompleted task

TP3 Working overtime

TP4 Less interest

Behaviour BHV1 Hard breath

BHV2 Too sleepy

BHV3 Joint pain

BHV4 Take long rest

Air temperature AT1 Air temperature at the working place

AT2 Feeling of the workers at the working place

AT3 Workers adaptation due to the temperature

Radiant temperature RT1 Present of radiant heat source at the workplace

RT2 Feeling of the workers at the heat source

RT3 The risk of workers contacted with the heat
source surface

Relative humidity RH1 Equipment that produces steam at workplace

RH2 Workplace affected by external weather
condition

RH3 Complaining of the humidity of air

consisted of 4 demographic questions and 23 questions including perception of the
workers on the heat stress, workers’ performance, task performance, behaviour, air
temperature, radiant temperature and relative humidity, previous history of heat-
related injury and illness, management, heat prevention, and also perceptions of
workplace higher heat exposure. Apart from that, some multiple-choice questions
asking thework habits,measuring heat prevention and access to heat stress prevention
information were asked. Besides, Likert-scale questions were used to measure heat-
related attitudes and perceptions.
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2.3 Data Analysis

The data have been analysed through Structural EquationModelling (SEM) by using
SPSS software Version 24 [20] and Partial Least Squares (PLS) analysis technique
using the SmartPLS 3.0 software [21] which is to analyse the research model. By
using SEM, structural relationships can be analysed by combining the multiple
regression analysis and factor analysis. SEM is a multivariate statistical analysis.

3 Results and Discussion

This section discussed on the findings of the study analysis and the evaluation of the
measurement model.

3.1 Descriptive Statistics

The demographic background of the respondents taken into account in this study is
gender, age, working experience and knowledge on heat stress. The demographic
distribution of respondents is as in Table 2. The data distribution shows 71.2% of the
respondents in this study are male and 28.8% are female (Table 2). There were more
male workers than female in the construction sector.

The majority of respondents in this study (48.3%) are aged between 31 and
40 years old, which is 141 people. Interestingly, there was no respondents involved
in this study with the age of 10–20 years old. Respondents with 1–3 years working
experience are themajority in this studywith 64 people (21.9%), followed byworkers
with 4–6 years working experience, which are 48 people (16.4%). The rest of the
data on the workers’ working experience can be seen on the Table 2. Regarding to
the knowledge on heat stress, 71.9% (210 workers) of the workers had knowledge
on it while the rest 28.1% (82) didn’t have any knowledge on heat stress.

3.2 Measurement Model

Once the descriptive analysis is conducted, then this section tests the measurement
model used in this study. Testing the measurement model is the early step in the
analysis using PLS. In the measurement model test, the study items will be tested to
the extent of their accuracy in representing a construct which is to ensure that study
items meet the standards of validity and reliability. The guidelines for testing the
measurementmodel are based onStraub et al. [22]. Testing of themeasurementmodel
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Table 2 Demographic
distributions of respondents

Demographic Frequencies
(N = 292)

Percentage/%

Gender Male 208 71.2

Female 84 28.8

Age 10–20 years
old

– –

21–30 years
old

98 33.6

31–40 years
old

141 48.3

41–50 years
old

32 11.0

51 years old
and above

21 7.1

Working
experience

Less than
1 year

36 12.3

1–3 years 64 21.9

4–6 years 62 21.2

7–9 years 40 13.7

10–15 years 48 16.4

More than
15 years

42 14.5

Heat stress
knowledge

Yes 210 71.9

No 82 28.1

involves the internal consistency, consistency of indicators and construct validity,
which involves concentrated validity and discriminant validity.

3.2.1 Construct Validity

Construct validity is tested two methods, namely concentrating validity and discrim-
inative validity. Concentration validity refers to the level of convergence of an item
to the construct represented [23]. The method used to test consent rating validity
is to measure the value of the average variance extracted (AVE) as suggested by
Fornell and Larcker [24]. In addition to AVE values, convergence validity is also
assessed through composite reliability values. If the composite reliability, value
exceeds 0.8 [25], then the study instrument achieves the standard of concentrating
validity. Furthermore, the loading factor value above 0.7 also proves that the instru-
ment of this study achieves the standard of concentrating validity [24]. Figure 2
shows the value of AVE for this measurement model analysis while Table 3 shows
the value of formal-Larcker criteria for this measurement model analysis.
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Fig. 2 AVE for measurement model analysis

Table 3 Fornel-Larcker criterion

Air
temperature

Behaviour Heat
stress

Radiant
temperature

Relative
humidity

Task
performance

Workers
performance

AT 0.822

BHV 0.400 0.751

HS 0.220 0.460 0.852

RT 0.552 0.460 0.262 0.823

RH 0.195 0.634 0.428 0.295 0.831

TP 0.244 0.742 0.474 0.300 0.597 0.794

WP 0.161 0.407 0.821 0.260 0.359 0.446 0.908

Note:AT Air Temperature;BHV Behaviour;HS Heat Stress;RT Radiant Temperature;RH Relative
Humidity; TP Task Performance; WP Worker Performance

Table 4 Construct reliability and validity

Cronbach’s alpha Composite reliability Average variance extracted
(AVE)

Air temperature 0.760 0.862 0.675

Behaviour 0.754 0.690 0.563

Heat stress 0.873 0.913 0.725

Radiant temperature 0.771 0.861 0.677

Relative humidity 0.788 0.869 0.690

Task performance 0.805 0.872 0.631

Workers performance 0.786 0.903 0.824
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As shown in Table 4, all study constructs exceed the predetermined values and
confirm that each construct meets the standards of concentrated validity. Whereas
discriminant validity refers to the degree of difference (discriminant) between one
construct with another [26]. Discrimination validity testing is conducted to determine
whether a construct measures what should be measured.

This study uses cross-loading item comparison table method to test discriminant
validity as indicated in Table 5. This method can be implemented by correlating
the items of one construct items from other constructs [27]. The loading value of
an item should be higher for the constructs it represents only, and low for other
constructs. In conclusion each item should not be used to measure constructs other
than the constructs it represents. This study shows that item values reach the level of
discriminatory validity standards (refer to Table 6).

Table 5 Cross-loading item comparison table

Latent Air
temperature

Behaviour Heat
stress

Radiant
temperature

Relative
humidity

Task
perform

Workers
performance

AT1 0.837 0.258 0.198 0.420 0.141 0.144 0.130

AT2 0.848 0.322 0.173 0.445 0.185 0.228 0.165

AT3 0.778 0.420 0.169 0.503 0.157 0.239 0.101

BHV1 0.241 0.975 0.454 0.373 0.644 0.763 0.414

BHV3 0.778 0.420 0.169 0.503 0.157 0.239 0.101

HS1 0.173 0.433 0.877 0.208 0.400 0.463 0.723

HS2 0.152 0.328 0.839 0.184 0.268 0.324 0.639

HS3 0.226 0.432 0.805 0.245 0.426 0.402 0.621

HS4 0.196 0.371 0.882 0.250 0.359 0.414 0.796

RH1 0.126 0.555 0.179 0.145 0.711 0.518 0.082

RH2 0.215 0.532 0.355 0.291 0.868 0.494 0.289

RH3 0.144 0.544 0.449 0.265 0.901 0.520 0.411

RT1 0.518 0.304 0.117 0.698 0.137 0.236 0.070

RT2 0.438 0.365 0.206 0.845 0.238 0.253 0.222

RT3 0.468 0.443 0.278 0.910 0.306 0.262 0.283

TP1 0.277 0.549 0.358 0.171 0.481 0.774 0.306

TP2 0.152 0.619 0.389 0.241 0.441 0.790 0.381

TP3 0.169 0.597 0.372 0.252 0.471 0.809 0.381

TP4 0.196 0.651 0.384 0.282 0.511 0.802 0.337

WP1 0.072 0.355 0.731 0.187 0.351 0.362 0.903

WP2 0.217 0.384 0.758 0.284 0.302 0.446 0.912

*Note: AT Air Temperature; BHV Behaviour; HS Heat Stress; RH Relative Humidity; RT Radiant
Temperature; TP Task Perform; WP Workers Performance
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Table 6 Summary of measurement model evaluation

Construct Indicator Indicator loading CR AVE Discriminant

Air temperature AT1 0.837 0.862 0.675 Yesa

AT2 0.848

AT3 0.778

Behaviour BHV1 0.975 0.690 0.563 Yesa

BHV3 0.420

Heat stress HS1 0.877 0.913 0.725 Yesa

HS2 0.839

HS3 0.805

HS4 0.882

Radiant temperature RT1 0.698 0.861 0.677 Yesa

RT2 0.845

RT3 0.910

Relative humidity RH1 0.711 0.869 0.690 Yesa

RH2 0.868

RH3 0.901

Task performance TP1 0.774 0.872 0.631 Yesa

TP1 0.790

TP3 0.809

TP4 0.802

Workers performance WP1 0.903 0.903 0.824 Yesa

WP2 0.912

aBased on the confirmation in cross-loading in Table 5 and the Fornel-Larcker criteria in Table 3

3.3 Structural Model

After evaluating the measurement model, the structural model is evaluated as well
as testing the research hypothesis. The structural model contains arrows that give
the meaning of the relationship between one construct to another (hypothesized
relationship) information about beta value (β) for hypothesis testing and R2 value.
The strength of the relationship value is represented by the value of β while the
value of the contribution of all independent variables to the dependent variable is
determined by the value of R2. Chin [27] states that the value of R2 0.67 is strong,
0.33 is moderate, and 0.19 is weak.

The value of R2 refers to the percentage value of the variance in a model and
symbolizes predictive power. The results of the study in R2 values are shown in
Fig. 3. The level of significance of a relationship is found by the bootstrapping
method. This study has set 500 total re-sampling. This study model has a strong
predictive power (predictive power) that is R2 = 0.21 for the dependent variable of
heat stress and R2 = 0.68 for the dependent variable of worker’s performance.
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Fig. 3 Partial least square structural model of effect of heat stress on workers’ performance

Based on Fig. 3, the research model explains 20.9% variants in heat stress are
explained by air temperature, radiant temperature and relative humidity. The 67.8%
variants in workers’ performance explained by heat stress, behaviour and task perfor-
mance as seen from the research model. Based on the practical conditions proposed
by Chin [27], it can be concluded that the value of R2 for heat stress, behaviour and
task performance, with workers’ performance is strong.

3.3.1 Hypothesis Testing

Hypothesis testing findings can be seen in Table 7. Table 7 explains the hypothesis
results in beta values along with other values such as p-value, t-value and effect size
while Fig. 3 shows the PLS structural model with beta values of the relationship
between study constructs.

Hypothesis 1 which predicted the relationship between heat stress and workers’
performance was found to have a positive and significant relationship with value of
β of 0.79, (p < 0.05). Hypothesis 2, on the other hand, which is the task performance
has a positive effect on the workers’ performance, with a value of β of 0.09, (p >
0.05). The results of the study unsupported hypothesis 3 that behaviour has a positive
effect with workers’ performance of β − 0.024, (p < 0.05) as indicated in Table 8.

The estimated model using PLS-SEM verified the applied statistical criteria
considered and the latent constructs and measured variables involved make sense to
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Table 7 Path coefficients values, total Indirect Effect (IE), total Direct Effect (DE), t-Statistics and
p-values

Relationship Original
sample (O)

St. Dev
(STDEV)

t-statistics
(|O/STDEV|)

p value

Air temperature → Heat
stress

0.091 0.076 1.189 0.117

Behaviour → Workers’
performance

−0.024 0.070 0.343 0.366

Heat stress → Workers’
performance

0.789 0.042 18.606 0.000

Radiant temperature →
Heat stress

0.099 0.077 1.281 0.100

Relative humidity → Heat
stress

0.381 0.061 6.229 0.000

Task perform → Workers’
performance

0.090 0.071 1.265 0.103

Table 8 Hypothesis test results

Path Hypothesis β-value t-value Result

HS → WP H1: There is a positive significant correlation
between heat stress on worker’s performance

0.789 18.606 Accepted

TP → WP H2: There is a positive effect of task
performance on worker’s performance

0.090 1.265 Accepted

BHV → WP H3: There is a positive effect of behaviour on
worker’s performance

− 0.024 0.343 Rejected

Value β *significant at p < 0.05; **significant at p < 0.01; ***significant at p < 0.001
Note AT Air Temperature; BHV Behaviour; HS Heat Stress; RH Relative Humidity
RT Radiant Temperature; TP Task Perform; WP Workers Performance

the light of the psychosocial theories. According to the results obtained in this case
study the variables heat stress, task performance and behaviour among construction
workers’, which could lead them to the performance. The assessment of the struc-
tural estimated model enables to conclude that the underlying theory was empiri-
cally confirmed. The results achieved may suggest structural-level interventions in
working conditions, as well as changes that may lead to an improvement in the health
conditions of the workers.

4 Conclusion

In conclusion, the objectives of this research are achieved. This research conducted
to investigate the heat stress problem and determine the significant factors that can
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contribute to acute health symptoms of heat stress in the construction industry. The
estimated model using PLS-SEM showed the applied statistical criteria considered,
the measured variables and latent constructs involved. According to the results, the
variable of heat stress, behaviour and task performance among construction workers’
lead them to the performance. The assessment of the structural estimated model was
enables to conclude that the underlying theory was confirmed. Thus, this study may
suggest the structural-level interventions in working conditions and changes that
may contribute to an improvement in the worker’s health conditions. Meanwhile,
future research is to take after evaluating the measurement model is the structural
model as well as testing research hypothesis. Structural model contains arrows that
give the meaning of the relationship between one construct to another (hypothesized
relationship) information about the beta value (β) for hypothesis testing andR2 value.
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Optimization of Temperature
and Relative Humidity with Maximum
Oxygen Uptake (VO2max) and Heart Rate
(HR) by Using Response Surface
Methodology (RSM)
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Raemy Md Zein, Muhamad Mat Noor, and Khairul Azhar Mat Daud

Abstract The purpose of this study is to optimize the temperature and relative
humidity (RH) conditions of the worker heat stress and human physiological perfor-
mance namely as Maximum Oxygen Uptake (VO2max) and heart rate (HR) in the
construction (outdoor environment) and manufacturing (indoor environment) envi-
ronment. Heat stress assessment was conducted at the workplace with two param-
eters of heat and relative humidity for indoor and outdoor setting conditions. The
response surface methodology (RSM) was utilized in this study to analyze the results
and finally to optimization the relationship of both setting for indoor and outdoor. A
total number of 26 experimental runs were carried out with three male of voluntary
respondents. The experiments were conducted in a well design climatic chamber
with capabilities to simulate the indoor, outdoor temperature and relative humidity
parameter of environments. The analysis showed that, for the indoor activities the
parameter of VO2max and heart rate, the temperature and relative humidity (RH)
exposed to human body should be optimized at 24.2 °C and RH at 45.8%. Mean-
while, for the outdoor activities, the temperature and RH exposed to human body

A. R. Ismail (B) · N. Jusoh · K. A. Mat Daud
Faculty of Creative Technology and Heritage, Universiti Malaysia Kelantan, 16300 Bachok,
Kelantan, Malaysia
e-mail: rasdan@umk.edu.my

A. R. Ismail
Centre for Management of Environment, Occupational Safety and Health (CMeOSH), Universiti
Malaysia Kelantan, 16300 Bachok, Kelantan, Malaysia

N. K. Makhtar
Department of Educational Planning and Research, Institute of Teacher Education, 16109 Kota
Bharu, Kelantan, Malaysia

R. Md Zein
National Institute of Occupational Safety and Health (NIOSH), 43650 Bandar Baru Bangi,
Selangor, Malaysia

M. Mat Noor
Faculty of Mechanical and Manufacturing Engineering, Universiti Malaysia Pahang, 26600
Pekan, Pahang, Malaysia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. H. A. Hassan et al. (eds.), Human-Centered Technology for a Better Tomorrow,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4115-2_58

723

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4115-2_58&domain=pdf
http://orcid.org/0000-0003-0133-0717
mailto:rasdan@umk.edu.my
https://doi.org/10.1007/978-981-16-4115-2_58


724 A. R. Ismail et al.

should be optimized at 24.6 °C and RH at 72.5%. Therefore, these findings are in
line with the current setting of comfort under ICOP IAQ 2010, DOSH Malaysia.

Keywords Thermal · Heat stress · Optimization · Outdoor · Indoor · Response
surface · Comfort

1 Introduction

In previous studies, workers in the construction industry are one of the most affected
by heat stress [1]. Increasing heat exposure during summer in India effects heat and
strain parameters such as cardiac strain and peak heart rate [2]. Construction sites
have an organizational structure that is difficult compare to white collar industries,
which can impair the level of physical health and mental and well-being of workers.
Hajizadeh et al. [3] conducted an assessment of heat stress in outdoor workplaces
using WBGT and ESI indexes in the Qom province in Iran. They found out that the
weather conditions in hot seasons, which are in July for the study, are not recom-
mendable for the outdoor environment with heavy workloads. This can be related
to construction site where most of the workers have heavy workloads in an outdoor
environment. Several factors increase the injury and risk of heat-related illness. These
include the use of powered tools andmachinery, heavyworkload,working on elevated
surfaces, simple accommodation conditions near sites, expose direct to sunlight and
temporarily employed by a sub-contractor on a daily payment basis.

Workers who spend their time in workplace that contain non-air conditioned
indoor facing higher risk of heat-related illness, even they are not expose directly by
sunlight radiation. This incident also could higher in some workplaces that involving
ovens, hot machines, molten metal and furnaces [1]. DOSH Malaysia found that
workers exposed to heat stress through process of machinery and high temperature.
Besides that, previous study [4] conducted the effects of environmental factors on the
workers in the automotive industry. They highlight that humidity, temperature, and
illumination can be optimized to increase the productivity of the workers. Another
studymentioned that the increase of the ambient non-linear effects onworker produc-
tivity. They estimated that the manufacturing output had been decreased between
1971 and 2009 which show at least 3% relative to a no-warming counterfactual as
a result [5]. Apart from that, Hajizadeh et al. [3] reported that workers engaged in
an indoor environment experienced the highest higher levels of all environmental
parameters than outdoors while this not applicable for air velocity.

However, conflicting evidence were found regarding effects of elevated environ-
mental temperature on exercise performance and VO2max. Some studies found that
higher environmental temperature will decrease the amount of VO2max. Besides, heat
stress will have decreased VO2max proportion and increase skin and core temperature
which highlight in one study. Moreover, instead of that, some studies also indicate
that there is no effect on VO2max regarding high environmental temperature [6, 7].
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Response Surface Method analysis (RSM) is a combination of mathematical
methods and statistical analysis that are very useful for growing, updating and need
optimize a process that involves several independent variables and one dependent
variable [8]. Montgomery [9] states that the Response Surface Method is an empir-
ical model approach to investigate the relationship between various parameters and
response to the desired criteria and also to find the importance of the parameter.
Through RSM, a best mathematical equation will be developed to represent the
relationship between the dependent variable and the dependent variable. Using the
obtained equations, an optimal value for each independent variable is proposed to
obtain the desired dependent variable value [10].

A number of previous studies have been performed using RSM as an optimization
analysis method in their study. Most of these studies are based on chemical and
biological processes [8, 11, 12].RSMiswidelyused in chemistry andbiologybecause
the experimental design of the RSM it involves values of study parameters that are
within the safe limits and less necessary data in conducting the analysis [9]. However,
there are also many other areas that use RSM as an optimization method. Pishgar-
Komleh et al. [13] studied the condition of picker-husker harvesting losses in corn
seedwhichwere optimized. In the study, they put into account twomachinery factors;
the speed levels and cylinder speed. For each factor, they used three levels by applying
the Central Composite Design (CCD). The result showed that the increasing of travel
and cylinder speedwere resulted in the increasing of travel, while cylinder speedwere
resulted in the increasing of harvesting losses.

Ismail et al. [14] used RSM to study the effect of humidity, WBGT and lighting
on the productivity of workers. Based on the result of RSM, they proposed optimum
values for these parameters. This is supported by another studied which is to identify
the optimum values of environmental parameters by using the second order of RSM
[10]. Belwal et al. [15] designed an experiment to maintain the antioxidant poten-
tial of Berberis asiatica fruits and extraction of phenolic compounds using RSM.
They used a five-factors-three-level experiment with CCD. The results suggest that
sample to solvent ratio, extraction temperature, and solvent concentration influence
the variables of response. The quadratic model well suit for all the responses.

Zamani et al. [16] conducted an experimental study to investigate the operation
time of solar cookers on the system’s energy efficiency and the simultaneous effect
of the position on the parabolic mirror by using RSM. The experiments were running
in the climatic conditions of Mashhad, Iran. They claimed that the result of the study
will improve the overall efficiencies of energy and mean value of the effective by
32.07% and 35.5%, respectively. Table 1 summarized the application of RSM in
research.

Based on the previous study, the theory of heat stress easily to understand and can
identified the relationship between performance in the manufacturing and construc-
tion industry and heat stress. The RSM as one of the Artificial Intelligence Method
analysis will be utilized to identify the relation between heat stress and workers’
performance, to model every parameter of the study and to provide optimum heat
exposure parameter for highest performance. Therefore, the objective the study
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Table 1 Summary of the findings on the application of RSM

Researchers Findings

Montgomery [9] RSM is an empirical model approach to investigate the
relationship between response to the desired criteria and various
parameters

Pishgar-Komleh et al. [13] Studied the optimization of picker-husker harvesting losses in
corn seed by RSM

Ismail et al. [14] Studied the effect of WBGT, humidity and lighting on the
productivity of the workers by RSM

Zamani et al. [16] Investigate the simultaneous effect of the operation time of solar
cookers on the system’s energy efficiency and the position of the
parabolic mirror by using RSM

Belwal et al. [15] Optimize antioxidant potential of Berberis asiatica fruits and the
extraction of phenolic compounds using RSM

is to optimize thermal conditions of worker heat stress in construction (outdoor
environment) and manufacturing (indoor environment) by using climate chamber.

2 Methodology

2.1 Experimental

A climate chamber with 407 cm (L) × 407 cm (W) × 250 cm (H) was built to
simulate the indoor and outdoor hot and humid environments. The source of the heat
was provided by a reserve electric heater and two heat pump unit air conditioners.
While, the source of humidity was provided by an electrode steam humidifier fixed
in the system air supply. The envelopes of the chamber were insulated the thermal
insulation materials. The humidity and heat source equipment were put outside the
chamber. Besides that, the temperature and humidity data loggers were installed to
record the humidity and temperature in the chamber. Apart from that, WBGT was
used tomeasure directly thewet bulb temperature, air temperature, globe temperature
and WBGT. However, in order to maintain the humidity and actual temperature in a
stable condition, the electrode steam humidifier and the electric heater can be control.
Thus, the humid and hot environment with different combination of humidity and
temperature can be simulated and control.

Three university male was chosen as subjects which is no disease history and
voluntary participation in this study. All subjects need to wear cotton shirts, long
trousers, socks and shoes. But, before the experiment start, all the subjects need to
have a good rest and they were also given and gain the knowledge about the hazard
of heat stress.

Physiological index and environmental parameters were identified. Thus, the
equipment and parameters are given in Table 2.
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Table 2 Parameters and instruments

Parameter Parameter name Measuring equipment Range

Environmental parameters Dry bulb temperature, wet
bulb temperature, relative
humidity

Quest thermal
environment monitor

20–120 °C

Physiological index Heart rate Polar H7

Volume oxygen uptake Cortex MetaMax 3B

2.2 WBGT

The WBGT instrument is the mostly used regarding heat stress index and it was
adopted as an international standard [17, 18]. The WBGT consists of weighting of
wet bulb temperature, dry bulb temperature and black-global temperature [19].

For outdoor;

WBGT = 0.7T_W+ [0.1T]_D+ [0.2T] (1)

For indoor

WBGT = 0.7T_W+ [0.3T]_G (2)

where TD is dry bulb temperature, TW iswet bulb temperature and TG is black-globe
temperature.

For indoor purposes, when TG ~ TD, then

WBGT = 0.7T_W+ [0.3T]_D (3)

2.3 Evaluation of Performance

The performance value is deduced from the value of oxygen uptake (VO2max) and
heart rate (HR). According to recent study by Preisser et al. [20], the performance
could be determined by the volume of oxygen uptake after volume of oxygen uptake
ventilatory threshold (VT) of the individual and also by the value of heart rate the
heartbeat rate at VT under laboratory conditions during cardiopulmonary exercise
testing (CPX).

Most of studies on human performance directly use maximum oxygen uptake
as the performance parameter. But they focus on the human performance for body
fitness during an exercise. In this study, the focus is on the simulation of tasks in the
real working environment, so the method is according to the previous study [20] who
studied performance of the workers in a field study. They studied on the performance
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of refuse collectors from three specific groups which are residual, organic waste
collection and street sweeping of the municipal sanitation department in Hamburg,
Germany.

Equation 1 is the performance based on the volume of oxygen uptake for 15 min
on task normalized for body weight expressed in units of ml O2/kg/min. And the
Equation 2 is the performance based on the heart rate for 15 min on task expressed
in beats/min.

Performance 1 (%) = Volume of oxygen uptake (15 min)

Volume of oxygen uptakeVT
(4)

Performance 2 (%) = Heart rate (15 min)

Heart rateVT
(5)

2.4 Design of Experiment

In this study, there are two types of analysis that will be used for the data obtained to
determine the relationship and also to obtain the optimum value of each parameter
studied; RSM analysis can be made by using Minitab software. These analyses were
selected to allow for the relevance of each study’s parameter to be evaluated using
only a small amount of data [12, 14, 15, 21]. Through these methods, the relationship
between the thermal factors and the performance can be interpreted.

2.5 Response Surface Method (RSM)

First, the data will be analyzed to fit the first order equation. Then, the first order
equation obtainedwill be tested to determine the efficiency. Ifminimum requirements
of efficiency are not achieved, a second order equation will be generated which will
better reflect the pattern of data obtained [22]. The coefficient of P is an indication
of the relative importance of each parameter to the value of performance. Given that
the confidence level used in this study is 95%, then a model with a P value of less
than 0.05 considered a significant model.

Meanwhile, the value of R2 also needs to be taken into consideration. This value
is to determine the value of the dependent variable which is represents the strength
of the prediction model built with the existing data. The closer value of R2 1.0,
it will stronger the proposed model. Through RSM, the combined relationship of
each parameter to performance will be shown through a contour graph and a three
dimensional surface graph.Through this graph, the combinedmeanof eachparameter
can be interpreted. Through the mathematical model developed, RSM analysis will
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Table 3 Factors and level used for the study of indoor environment

Symbol Factor Unity Level 1 Level 2 Level 3

A Relative humidity (%) 30 50 70

B Temperature °C 22 27 32

provide the optimum value of each parameter to obtain a performance value equal
to 1.0.

Before starting the experiment, a Design of Experiment (DOE) needs to be devel-
oped. For this study, DOE can be generated through RSM analysis. The values
obtained from Tables 3 and 5 is constructed by taking into account the values of the
parameters that have been studied by previous researchers and also the climate in
Malaysia. According to a study conducted by Tsutsumi et al. [23], they used relative
humidity values of 30%, 40%, 50% and 70% in an indoor study. Whereas Cui et al.
[24] used 5 temperature levels (22 °C, 24 °C, 26 °C, 29 °C, 32 °C) for the study
of temperature in an indoor environment. Ismail et al. [25] studied how to predict
the worker’s productivity based on the environmental factors. In the study, they used
temperatures within the range of 19–32 °C. The relative humidity in Malaysia is
around 70–90% with the temperature during the day between 29 and 34 °C [26,
27]. All of these parameter values will be combined and extracted minimum and
maximum limit values to form one DOE study.

As we study two environments; indoor and outdoor. Therefore, two value range
table is proposed for both environments. The outdoor environment has a higher set
of relative humidity and temperature to simulate the real condition of the outdoor
environment in Malaysia. The studies have been conducted based on the value of
DOE constructed from these two sets of parameters. After the data is recorded, it is
analyzed using the RSM. Box-Wilson Central Composite Design is used to match
the RSM.

DOE as shown in Tables 4 and 6 has 13 sets of data for one subject and it is applied
to three study subjects. Therefore, the total number of data sets that will be available
for thewhole study is 78 sets consider two types of environment (indoor and outdoor).
Tables 3 and 5 shows the values of relative humidity and relative temperature that
have been conduct through the DOE.

3 Results and Discussion

As previous stated, response surface methodology (RSM) was applied to analyze
results optimization of the thermal indices for indoor and outdoor. Thermal indices
are the criteria used for mathematical determination of the combined effects of
climatic factors such as humidity, air temperature, radiation and air speed which
is from the comfort body. The ANOVA analysis revealed the p-value for each of the
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Table 4 Design of experiment of indoor environment

Run n Random order Coded variables Temperature (°C) Relative humidity (%)

X1 X2

1 7 −1 −1 22 30

2 10 1 −1 32 30

3 11 −1 1 22 70

4 2 1 1 32 70

5 13 1.414 0 34 50

6 12 −1.414 0 20 50

7 3 0 1.414 27 78

8 9 0 −1.414 27 22

9 8 0 0 27 50

10 6 0 0 27 50

11 5 0 0 27 50

12 1 0 0 27 50

13 4 0 0 27 50

Table 5 Factors and level used for the study of outdoor environment

Symbol Factor Unity Level 1 Level 2 Level 3

A Relative humidity (%) 74 83 92

B Temperature °C 16 25 34

Table 6 Design of experiment outdoor environment

Run n Random order Coded variables Temperature (°C) Relative humidity (%)

X1 X2

1 7 −1 −1 16 74

2 10 1 −1 34 74

3 11 −1 1 16 92

4 2 1 1 34 92

5 13 1.414 0 38 83

6 12 −1.414 0 12 83

7 3 0 1.414 25 96

8 9 0 −1.414 25 70

9 8 0 0 25 83

10 6 0 0 25 83

11 5 0 0 25 83

12 1 0 0 25 83

13 4 0 0 25 83
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Table 7 Coefficients oxygen
uptake and heart rate (indoor)

Average oxygen
uptake

Average heart rate

P-value
temperature

0.027 0.045

P-value RH 0.015 0.001

R2 88.71% 92.33%

S 0.0131861 0.0085794

Lack-of-fit 0.351 0.311

Optimum value
temperature

20 25.65

Optimum value
RH

22 58.77

Table 8 Optimization heart
rate and oxygen intake
(indoor)

Parameter Average

Optimum value temperature 24.24 °C

Optimum value RH 45.75%

environmental parameters (relative humidity and temperature) are significant for all
subjects whereby p < 0.05, with 95% confidence respectively. RSM tested the overall
model to determine the significant relationship between the temperature and rela-
tive humidity with VO2max as well as heart rate of the subject. Further optimization
carried out indicated that in order to optimize human performance in construction
industries (for the indoor activities) based on the parameter of VO2max as well as heart
rate, the temperature as well as relative humidity exposed to human body should be
optimized at 24–25 °C and RH at range 45–46%. Table 7 indicated the coefficients
oxygen uptake and heart rate (indoor) and Table 8 indicated the optimization of heart
rate and oxygen intake (indoor) (Fig. 1).

In the outdoor environment, the temperature and relative humidity exposed to
human body should be optimized at 24–25 °C and RH at range 72–73%.

Table 9 indicated the coefficients oxygen uptake and heart rate (outdoor) andTable
10 indicated the optimization of heart rate and oxygen uptake (outdoor) (Fig. 2).

4 Conclusion

As a conclusion, the optimization of the thermal indices for indoor and outdoor
thermal setting for industry’s evidence proved the significant contribution of temper-
ature and relative humidity to the human performance namely HR and VO2max. The
trend for both HR and VO2max consistently fluctuating and the RSM utilized able to
model the relationship between both variables with the human physiological impli-
cation had obtained. Meanwhile, the optimization of the HR and VO2max for indoor
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Fig. 1 Response optimization-HR, oxygen uptake

Table 9 Coefficients of
oxygen uptake and heart rate
(outdoor)

Average oxygen
uptake

Average heart rate

P-value
temperature

0.043 0.004

P-value RH 0.000 0.028

R2 99.38% 94.00%

S 0.0075721 0.0093828

Lack-of-fit 0.003 0.016

Optimum value
temperature

24.34 24.86

Optimum value
RH

74.73 75.52

Table 10 Optimization heart
rate and oxygen intake
(outdoor)

Parameter Average

Optimum value temperature 24.6 °C

Optimum value RH 75.25%

in every temperature setting indicated at temperature between 24.24 °C (24–25 °C)
and RH of 45.75% (45–46%). As for the outdoor setting for Malaysian construction
sectors, the findings indicated that the optimization of the HR and VO2max for every
temperature setting indicated at temperature between 24.6 °C (24–25 °C) and RH of
72.5% (72–73%). Thus the research findings are in line with the current setting of
comfort under ICOP IAQ 2010, DOSH Malaysia.
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Fig. 2 Response optimization HR and oxygen uptake
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Risk Factors of Musculoskeletal Disorder
at Accident and Emergency Department
at Malaysian Hospital

S. F. Abdull Wahab , R. Othman , and A. R. Ismail

Abstract Musculoskeletal disorder (MSD) is one of the rising health and safety
issues at many industries including healthcare. The awareness on MSD can be seen
by the rising numbers of studies conducted across areas of industries from construc-
tion to manufacturing. Load and postures are among risk factors that contribute to
the MSD. This study is conducted with an objectives to determine whether loads and
postures also contributed to the musculoskeletal disorder at accidents and emergency
department of Malaysia Hospital. Ethical approval was obtained before conducting
the study. Six tertiary hospitals were involved with respondents varied from nurses,
medical assistants to medical officers. Questionnaire was used in the study and were
distributed via post and collected during site visits at each of the participating hospi-
tals. Data was analysed using Statistical Package for Social Sciences (SPSS) and
structural equation modelling (SEM) was used to test the relationships between vari-
ables. Findings proved that P value for load is 0.04 and P value for posture is 0.00,
indicating positive relationship between load andposturewith risk ofmusculoskeletal
at workplace. As a conclusion, load and postures both have a significant effect on the
risk of work related musculoskeletal disorder among healthcare workers. Therefore,
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corrective action must be done in order to reduce the risk of musculoskeletal among
the healthcare worker.

Keywords Musculoskeletal disorder · Healthcare workers

1 Introduction

Accident and emergency department is one of the medical treatment department
that deals with emergency and trauma medicine, where mostly acute patients come
without making any appointment in advance. In Malaysia, it was previously known
as Casualty Department. In the early years of services, this department was run by
orthopaedic surgeons, general surgeons or generalists, such as seniormedical officers.
Nowadays, emergency physician take charge of the department. Apart from that the
term Accident and Emergency Department or Accident and Trauma Department is
used. The uniqueness of this department, it is highly stressful, with unpredictable
situation every day and environment of critical care.

Patients arrived at the department twenty four hours a day and no appointment is
needed. The types of patients arrived are triaged according to the severity of their
illness. Green cases such as mild fever is seen within two hours, while yellow cases
such as fractures is seen within 30min. Cases triaged as red will be sees immediately.
These include life threatening situation and critically ill patients such as patient with
medical condition of cardiac arrest and poly traumas motor vehicle accident.

A lot activities such as patient lifting, patient transferring, procedures such as phle-
botomy and resuscitation are done with awkward body postures [1]. These activities
are common at any hospitals, especially at accidents and emergency department.
The department is expected to fit for all types of users with multiple activities, thus
emergency department is known as ergonomics worst nightmare [2].

Musculoskeletal disorder or MSDs, are conditions where soft tissue (muscles,
tendons, ligaments, joints and cartilage) and nervous system experience injuries and
discomfort. Work-related musculoskeletal disorders (WMSDs) are the nontraumatic
soft tissue disorders that are caused and/or exacerbated by workplace exertions.
MSDs are experienced by workers at many types of industries such as constructions
[3].

A studies about risk of work-related musculoskeletal disorders among health care
professional in a tertiary hospital India mentioned that WMSDs not only reduce the
productivity and lower the quality of workers’ life, it is also the most expensive
form of work disability. WMSDs are an alarming problem that affects health care
workers such as nurses and medical doctors [4]. In daily operation of hospitals,
regardless of department, activities that involve manual handling such as patient
transferring, patient lifting, repositioning of patients are seen in high frequency.
Medical assistants and nurses involve directly in these activities. Patients that arrive in
the accident and emergencydepartment are pushedon the stretcher fromambulance to
the red zone. Some patients, arrived on wheel chair. Patients are lifted and transferred
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from stretcher or wheel chair manually by group of medical assistants, nurses and
sometimes medical officers. They work in groups since patients at times can be very
heavy.

A study conducted in Latvia emphasized that healthcare workers are known to
work in longer working hours, with forced on the same muscle group and awkward
position [5].Work relatedmusculoskeletal disorders are perturbing issuewith regards
to safety and health. Developed countries and new emerging industrial country like
China has massive study about this matter. This can be seen in numbers of researches
done before in this area of study, that probably indicates the rise of awareness
regarding this issue [6, 7]. Nurses are said to experience low back pain, as well
as shoulder and neck injuries. The poor postures during working lead to discom-
fort, before worsen to become injuries and earlier study also found out that nurses
involved a lot with non-neutral trunk position and upper arm postures when working
[8].

This study was conducted at Accidents and Emergency Department of Malaysia
Hospitals. All hospitals involved in the study was from tertiary categories, which
means these hospitals are referral hospitals that offer consultancy on specificmedical
fraternity such as neuro surgery and advance care treatment. Theobjective of the study
is to determine whether load and posture contribute to the risk of musculoskeletal
disorder at these hospitals. It is the right of every healthcare workers to work in an
environment that is safe and healthy.

2 Methodology

Questionnaire was used in this study and data was analysed suing SPSS and the
relationship between independent and non-independent variables were tested using
structural equation modelling (SEM). The questionnaire is developed to meet the
objective of the study.The study involvesmultiple groupof healthcareworkers,which
are medical doctors, nurses and medical assistances. Questionnaires are common
method used in research related to musculoskeletal disorder [9–15].

Part A will consist of demographic questions such as age, gender, weight, height
and occupations [4, 16]. Part B represents the dependent variable, which is work
related musculoskeletal disorder (WMSD) among healthcare workers and indepen-
dent variables, tested on the risk factors that contribute to the WMSD. Weight and
size of objects will determine how the load contributes to musculoskeletal disorder
(MSD) [17]. As for postures, characters of the work is used to describe the nature of
the work [18]. Nature of work can be associate to unstable position of feet, forward
bend of trunk, twist of trunk or unequal support between hands [19–23]. Environment
of the workplace is also one of the factors that lead to MSD. However, the scope
for this study is limited to load and posture only. The questionnaire is developed for
bilingual languages in order to fit for all targeted respondents, from medical officers,
nurses and medical assistants [24].
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Face validity and content validity was conducted respectively. Questions with
low factor loadingwas eliminated from the questionnaire. Exploratory factor analysis
(EFA) and confirmatory factor analysis (CFA)were performedbefore the relationship
between variables were tested using SEM. Quality of item is determined by KMO
should be more than 0.25 and factor loading should be more than 0.5. However, a
cut of value of 0.3 is commonly used in EFA [25] Item with factor loading 0.5 is
considered as medium and do not necessary to be deleted [26].

3 Results

During EFA analysis, two important results have to be obtained, which are quality
of items and factor overlapped. The items with values of factor loading from 0.4 and
above are accepted for further analysis (Table 1).

The result obtained after CFA has been done. Comparing index value from the
analysis, all value of fitness indexes achieved level of acceptance, as shown in Table
2. RMSEA value is 0.064 indicates the model has a good fit.

Table 3 shows the reliability of the measurement model. Cronbach’s Alpha value
for posture in 0.792, for load is 0.892, for MSD is 0.774. All values of Cronbach’s
Alpha is greater than 0.7. As for composite reliability (CR), all values of CR are

Table 1 Factor loading of
item

Item Factor loading

L7 0.842

L8 0.748

L9 0.702

L10 0.845

L11 0.639

P12 0.418

P14 0.612

P15 0.925

P16 0.751

P18 0.437

Table 2 The fitness Indexes
for measurement model

Name of
category

Name of index Index value Level of
acceptance

Absolute fit RMSEA 0.064 RMSEA < 0.08

Incremental
fit

CFI 0.935 CFI > 0.90

Parsimonious
fit

Chisq/df 2.462 Chisq/df < 3.0
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Table 3 The reliability of the measurement model

Cronbach’s alpha Construct reliability Average variance extracted (AVE)

Load 0.892 0.921 0.699

MSD 0.774 0.848 0.531

Posture 0.792 0.858 0.549

Table 4 Discriminant
validity

Load MSD Posture

Load 0.836

MSD 0.414 0.728

Posture 0.549 0.442 0.741

above 0.6, ranging from 0.786 to 0.921. Another important criteria in determining
model reliability is average variance extracted (AVE). The values of AVE should be
greater than 0.5. As shown in Table 3, all values of AVE are above 0.5.

The discriminant validity index is a proved that the construct in the measurement
model are discriminant of each other. This will be achieved, when the diagonal value
is higher than the values in its row and column. Table 4 shown that the discrimi-
nant validity for all four constructs are achieved because the value fits the criteria
mentioned above.

Figure 1 shows the relationship diagram among dependent and independent vari-
ables in the study. Table 5 shows that load and posture has positive and significant
effect to MSD, where P is 0.04 for load and P = 0.01 for posture.

Fig. 1 Relationship diagram
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Table 5 Regression weights

Estimate S.E. C.R. P

WRMS ←− LOAD 0.334 0.095 3.500 0.04

WRMS ←− POST 0.584 0.139 4.208 ***

*** = 0.001

The finding the show the positive effect of load on work related musculoskeletal
disorder is supported and agreed by previous researchers [27–30]. Similarly, signifi-
cant relationship between posture as one of the risk factors that contribute to the
work-related musculoskeletal disorder enhanced the results from others as well
[30–32].

4 Conclusion

In order to reduce the risk of work-related musculoskeletal disorder order among
healthcare personnel at accidents and emergency department, it can be start with the
awareness program to make they realize the risk they are facing daily. The approach
must be top to bottom. When they already have the awareness, continuous program
and change of working postures and suitable practices in carrying daily tasks must
be implemented.
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