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Abstract—In this paper, we survey and classify most of the 

information retrieval (IR) approaches to Malay text in order to 

assess their benefits and limitations. We also summarized the 

information retrieval tools and related methods, in which 

ontology is a widely used tool for all countries' researchers. 

This research selects Malay language as the primary test 

collection because there are more issues in Malay languages, 

particularly those related to deep semantics, including the use 

of ontology. The traditional Malay retrieval system mostly 

focused on syntax extraction and keywords only. Mostly this 

technique will ignore the semantic element and the real 

meaning of query text and corpus which not fulfil the 

requirement of the user. Most of the previous study in 

information retrieval was using English and Arabic language 

as a test collection. Therefore, advance research is needed and 

it will be experimented in the future work. The finding of the 

paper will help other researchers discover the information and 

research gap regarding the Malay text. 

Keywords— Information retrieval; knowledge, Malay text, 

natural language processing, ontology 

I. INTRODUCTION 

One of the ways human obtains information is through 
the mediation of others who are experts or experienced. 
Based on their experience and knowledge, their expertise 
will provide the references or documents related to the 
subject area requested. When the information seeker 
examines the documents, they will update their knowledge 
and may also share with the experts about the documents 
relevant to the subject area sought. Knowledge is an essential 
intellectual asset for an organisation, whether public or 
private. Knowledge also refers to the understanding of a 
subject area. It includes concepts, facts, and relationships 
between them as well as mechanisms on how to combine 
them to solve problems in the subject area [1]. In facts, 
knowledge is different from data and information. Data are 
facts about an entity, while information is the relationship 
between those facts.  

Data or documents in an organization are becoming more 
digital and systematic as information technology advances. It 
is critical that the document's explicit and implicit knowledge 

can be processed by a computer using the information 
retrieval method. Information retrieval is defined as a process 
of finding documents relevant to a request provided by a user 
from a collection of documents. It also deals with the 
representation, storage, organization and indexing of 
documents. The primary goal is to complete all documents 
relevant to the user's needs.  

Fig. 1 shows the workflow of information retrieval. 
While, Fig. 2 display how the information work to form new 
knowledge. The new knowledge could also assemble two or 
more pieces of existing knowledge or logical connection 
between them in appropriate ways or techniques to produce 
hidden knowledge.   

 

Fig. 1. Workflow of information retrieval  

The rest of this paper is organized as follows. Section II 
describes the information retrieval which is including 
process, area and evaluation measure of information retrieval 
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system. Section III presents and discuss the finding of 
information in this study. Section IV is the  conclusion to the 
study. 

 

Fig. 2. Example of information and knowledge 

II. INFORMATIONA RETRIEVAL SYSTEM 

Recently, increasing volume of documents will make the 
task complicated for us to extract the relevant information or 
knowledge for the user. Based on the studies conducted by 
the Dewan Bahasa dan Pustaka (DBP), Malaysia, the final 
count of the texts collected in the DBP database has 
exceeded 120 million words of writing text which includes 
the old Malay texts (from the Hikayat and Kitab) and the 
modern texts taken especially from the source of books, 
newspapers, and magazines. Obstacles and challenges by 
users to obtain relevant and useful information are increasing 
with increased data. So, information retrieval system helps 
the user to retrieve a relevant document and rank them. 

This section discusses about the information retrieval 
system to give more information and find a research gap in 
the information retrieval field. Information retrieval (IR) is 
defined as a process of finding documents (information) 
relevant to a request (generally a query) provided by a user 
from a collection of documents [2]. It also deals with the 
representation, storage, organisation, and indexing of 
documents. The main goal is to achieve all the documents 
relevant to the needs of the user [3]. The scope of 
information retrieval also covers other areas such as 
information management systems, decision support systems, 
database management systems, and natural language 
processing. 

A. Process in Information Retrieval 

The basic information retrieval process consists of three 
main modules, namely the textual representation of 
documents, representation of user needs, and comparison 
between the two representations. Guided by Rijsbergen, the 
information retrieval system architecture in Fig. 3 can 
explain this process [4]. The text in a document stored in a 
text database will be processed by text operations and 
converted to a logical form. It will then be followed by an 
indexing process to form a text representation. The user will 
specify his requirements through the user interface, which 
will then be broken down and converted to logical form by 
text operations. The logical structure of this user need will be 
processed by the query operation, which will generate the 
actual query or even a representation of the user's needs. This 
query will then be processed to retrieve the relevant 
document based on the previously constructed text index. 

The level of relevance will determine these documents 
through a ranking process before being sent to the user. 
Users will examine documents organised according to their 
degree of significance and find information related to their 
needs. Chances are, at this point, the user will find a list of 
documents that have a low degree of relevance but felt 
significant, then the user will start a feedback cycle. The 
system will use user-selected documents to reformulate the 
query in hopes of getting a better representation of user 
needs. 

From this information retrieval process, it found that the 
information retrieval system can be expand by improving the 
quality of textual representation documents. The keyword 
index-based document representations alone cannot provide 
an accurate picture of the subjects discussed in the paper. 
One of the problems that made information search difficult is 
users are searching for information using descriptors differ 
from the descriptors used in the document. Thus, the results 
provided by information retrieval systems based on keyword 
indexes alone are not able to offer effective outcomes. This is 
due to the techniques used, which reach a lot of irrelevant 
documents, while many relevant documents are left out [5]. 

 

Fig. 3. Information retrieval process 

B. Area of Information Retrieval 

This section discusses the related research areas of 
information retrieval such as ontology, semantic and natural 
language processing. One of the techniques to extract the 
knowledge in information retrieval is using an ontology 
approach [6]. 

Document representation through ontology makes an 
information retrieval system intelligent. This is because 
ontologies can store meaning to words and are able to make 
inferences through semantic relationships between phrases 
by enabling inference through inheritance [7]. This makes 
ontology, one of the most popular and powerful tools in 
knowledge representation [8]. Ontologies can also convert 
knowledge in unstructured texts into structured forms. This 
structured knowledge can be understood and processed by 
computers to be applied in a variety of fields. There is a lot 
of research in ontology development to enable knowledge to 
be shared and reused [9]. Therefore, this is an advantage in 
information retrieval systems to find more accurate 
document representation methods and produce a much 
effective information retrieval system. 

Another approach that is related to information retrieval 
is Natural Language Processing (NLP). The task in NLP 
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must be considered in order to obtain more relevant 
documents and effectiveness in the information retrieval 
process. NLP is a process to analyse texts and derive the 
meaning and understanding of a human language [10]. There 
are several tasks usually use in NLP such as syntax analysis 
including tokenization, part-of-speech (POS), lemmatization, 
stemming, morphology, word sense disambiguation and 
others [11]. Named Entity Recognition (NER) is the 
fundamental task in NLP that usually used in information 
retrieval system [12]. Mahmood used a NER approach to 
extract named entities and classification by an ensemble-
based algorithm. Another researcher also uses the NLP 
approach in Italian language which use a rule-based to 
extract relevant documents for clinical records based on their 
attributes and relations expressions [13]. Another researcher 
used hybrid method to extract NER, which is a combination 
machine learning and ruled-based to obtain more accurate 
recognition to extract names of people, organizations, and 
locations [14]. However, this method has problem to identify 
the correct entity that is caused by ambiguity to detect entity 
boundary. In addition, this method fails to detect location and 
organization if the adjacent words are not in the list. 

Besides information retrieval, the previous researcher 
also uses knowledge representation approach to extract the 
knowledge such as semantic nets, system architecture, 
frames, rules and ontology [15-17]. In certain system, it may 
apply the rules to the knowledge based in order to extract the 
knowledge and solve the problems [18-19]. 

C. Evaluation Measure 

This section discusses an evaluation measures that 
commonly used by previous researchers in information 
retrieval. Precision, recall and F-measure are the way to 
calculate the relevant documents. Precision is the fraction of 
retrieved documents that are relevant and recall is the 
fraction of relevant documents that are retrieved. The 
formula shows the precision, recall and F-measure: 

Precision = relevant items retrieved 
            retrieved items 
Recall = relevant items retrieved 
         relevant items 
F-measure = 2. precision. recall 
          precision recall 

 

Table I shows the example of evaluation measures were 
done from the previous researchers. The increasing 
percentage of precision and recall state the improvement and 
effectiveness of retrieval approach.  

 

TABLE I.  EVALUATION MEASURES 
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0.71 0.14 82 docs 49 [1] 

0.55 0.14 100 docs 30 [2] 

0.75 0.89 Al-Quran 13 [3] 

0.90 0.82 32606 tokens - [4] 

0.65 0.75 50000 data - [5] 

D. Test Collection 

Language is an important element in IR research. This 
study focuses on extracting from a Malay text. Malay 
language has four main classes which are noun, verb, 
adjective and adverb. A linguistic study of Malay words and 
grammatical structures will be required before extracting the 
most appropriate structures for common Malay sentence 
forms. There are several issues in Malay Language because 
completed Malay dictionary still not exist. In the Malay 
language experiment, they only depend from the lookup list 
to identify Malay noun. So, the result is not accurate if the 
word is not in the list.  

There are various test collections that have been 
developed in different languages; Chinese language used by 
Di [22] in research of named entity recognition, a collection 
of Persian language test developed by Ahmadi [14] and the 
collection of Malay language test used by Sazali [10] and 
Chekima [23]. The example of the Malay language used by 
Sazali is a classical Malay text as a collection document. 

III. FINDINGS 

In order to describe the increasing of the information 
retrieval domain, this paper aims to review the previous 
research done in the area of information retrieval and related 
tasks such as knowledge representation, natural language 
processing, semantic and information extraction by 
presenting an information retrieval research practices 
published in the Scopus for one decade from 2008 to 2019. 
For this review, the Scopus database is used as a search 
engine. In this paper, several steps were used to retrieve 
publications by using “information retrieval” as the main 
keyword. The keyword is very important in research because 
it will affect the information on research trend. The research 
trends could be evaluated by analysis on the frequency of 
words in title, words in abstract and author keywords in 
different periods. We trace over 24,732 articles using main 
keyword and 2,989 related articles after the filter in the area 
of semantic. To review the research for the past 10 years in 
this area, we analyse by grouping the research publications 
into seven (7) main continents, include Asia, North America, 
South America, Europe, Middle East, Australia and Africa. 
Table II presents the result of research publication according 
continents, where Europe is a highest publication with 
35.90% followed by Asia with 28.81%. 

TABLE II.  RESEARCH PUBLICATION BASED ON CONTINENTS 

Geographical Areas Publications (%) 

North America 19.14 

Asia 28.81 

Europe 35.90 

Middle East 5.05 

Australia 2.01 

South America 2.98 

Africa 1.74 

Undefined 4.39 

 

We will discuss about the productivity among the 
country. Fig. 4 shows the number of articles up to 15 
countries that published from 2008 until 2019 in the 
information retrieval field for the computer science area. The 
frequency of publication is important to show the 
significance and interest in the research area. The data 
demonstrate that, China and United Stated are the major 
contributor to the information retrieval field, which are 
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20.46% and 18.23% respectively. Malaysia is the 17th 
contributor with a total of 977 articles or 1.56%. This finding 
shows that Malaysia is lagging behind other countries that 
produce many articles throughout the year. 

The authors in the articles also have a role as a reference 
to the researcher.  We can refer the main author as an 
expertise in the research area. Table III illustrates the active 
author in the information retrieval field. The majority of the 
authors come from China and United States.  There are three 
countries from Asia that able to contribute many publications 
in this field which are China, India and Japan. 

 

 

Fig. 4. Number of articles by country 

 

TABLE III.  LIST OF AUTHORS 

Authors Publications Country 

De Rijke, Maarten 135 Netherlands 

Jones, Gareth J.F. 120 Ireland 

Ounis, Iadh 101 United Kingdom 

Azzopardi, Leif A. 100 United Kingdom 

Jose, Joemon M. 94 United Kingdom 

Kamps, Jaap 83 Netherlands 

Boughanem, Mohand 81 France 

White, Ryen W. 78 United States 

Zuccon, Guido 78 Australia 

Crestani, Fabio 77 Switzerland 

Müller, Henning 77 Switzerland 

Tian, Qi 74 United States 

Macdonald, Craig 72 United Kingdom 

Song, Dawei 69 China 

Croft, W. Bruce 68 United States 

 

In this section, we also summarized the Information 
Retrieval tools, prevalent and related methods. We provided 
a list and overview of IR methods. In addition, the 
methodologies prevalently adopted in IR were demonstrated. 
One of the techniques used in IR is an ontology. In computer 
science, an ontology is a frequent approach to retrieve a new 
knowledge of the test collection, such as Word Net, RDF and 
OWL.  

Recently, most of the ontology technique and query 
languages have been implemented and still on going. The 
ontology language is important and widely use in ontology-
based system. To apply ontology concepts in query 
formulation, the evaluation of the expressive power, tools 
and reasoning support is needed to evaluate and choose the 
best ontology language in the process. Ontology language is 
important for the user to decide when implement the 
ontology-based system. Most of the ontology language based 
on the Extensible Markup Language (XML) which allow 
them to be machine interpretable. There are several examples 
such as the Resource Description Framework (RDF) and 
RDF Schema,the DARPA Agent Markup Language and the 
Ontology Inference Layer (DAML + OIL) and the Ontology 
Web language (OWL) and OWL2. OWL is the better 
language to support for semantic expression compared to 
RDF. Table IV shows the research that already uses ontology 
approaches [24]. 

TABLE IV.  ONTOLOGY APPROACHES 

Approach Ontology Technology Year 

Conceptual Graph WordNet 2002 

Ontology Driven Semantic 
Search 

RDF 2004 

Vector Space Model for 
Ontology Based IR 

RDF, RDQL Query 2007 

Comparison between 
Classical IR and Ontology 
Based 

RDF, OWL and DAML 2009 

Ontology Based Ranking of 
Web Search Engine 

WordNet 2012 

Ontology Based Semantic 
Search Engine 

RDF 2017 

Knowledge Modelling and 
Information Retrieval 

XML 2017 

 

Besides that, Machine Learning is also one of the popular 
methods in IR especially topic modelling. Machine learning 
is divided into supervised and unsupervised. Topic modelling 
is one of the unsupervised machine learning technique 
because it doesn’t use a training data that already tags or 
classified by human and expert. Topic Modelling also 
popular in another field such as text mining, knowledge 
representation and information extraction. Topic modelling 
can detect a hidden knowledge in a text by use text mining 
tool. Its able scanning the documents for abstract the topics, 
capable of detecting a phrase patterns and also clustering the 
words by their group. 

In topic modelling, a topic will be calculated as a 
probability distribution compared use a single vocabulary 
before this. Topic modelling have several techniques which 
are Latent Semantic Indexing (LSI), Latent Dirichlet 
Allocation (LDA), Correlated Topic Model (CTM), Latent 
Semantic Analysis (LSA), Probabilistic Latent Semantic 
Analysis (PLSA) and Non-Negative Matrix Factorization. 

In 2015, Gao [25] represent the new model based on 
relevance and useful information by user for identifying a 
new pattern that improved the topic model. The earlier of a 
topic model in 1990 that proposed a Latent Semantic 
Indexing technique by Deerwester [26]. Then, from The LSI 
model, it improved the model to probabilistic topic model 
(PLSA). Blei [27] extend the PLSA model for Latent 
Dirichlet Allocation (LDA) with the more comprehensive 
probabilistic model. Most of this model applies in the text 
analysis for unsupervised topic discover. There are 
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increasing a number of probabilistic models by integrating 
several tasks based on LDA. 

      Lastly, this section also discusses the findings of the 
related research focus on semantic in information retrieval 
for Malay language. These findings will review the past 
studies to stimulate the new knowledge and generate a 
research gap. Most of the previous study in information 
retrieval was using English and Arabic language as a test 
collection. 

This research chooses a Malay language because there 
are more issues in Malay language especially related in 
semantic. Based on Table V, there are only 68 articles were 
using Malay language and categorize that according to 
country where 23 articles from Malaysia. Besides that, 
semantic area also a main element in this discussion 
especially for a deep semantic. Currently the techniques to 
retrieve relevant document for users very limited studies that 
focus on the deep semantic of Malay language on topic 
modelling in information retrieval. 

TABLE V.  RESEARCH PUBLICATION BASED ON COUNTRY THAT USE 

MALAY LANGUAGE 

Country Publications 

Malaysia 23 

United States 6 

Spain 5 

Australia 4 

Singapore 4 

France 3 

Indonesia 3 

China 2 

India 2 

Japan 2 

Netherlands 2 

United Kingdom 2 

Belgium 1 

Benin 1 

Canada 1 

Egypt 1 

Iran 1 

Italy 1 

Jordan 1 

Mexico 1 

Nepal 1 

Pakistan 1 

 

IV. CONCLUSION 

The paper has analysed the research in information 
retrieval field. This field is dominated by Chinese and 
American countries, with India coming in third where 
English is its main test collection. Therefore, the English text 
collection is more advanced than Malay text. There are still 
have a syntax issue in Malay text study during the analysis 
process, especially in labelling, segmentation and word 
disambiguation [22]. As a result, more research of semantic 
area is required in Malay text, and it will be tested in future 
work. 
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