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Abstract. Today, rather than utilizing high-powered workstation/
desktop to access Internet services, users can use small portable devices
for this purpose. As such, the computing power is provided via the inno-
vative cloud computing technology, in which computations are performed
in remote huge data centers. Applications are conveyed as services on the
web in the field of cloud computing. Despite most organizations show sig-
nificant interest in cloud computing, many clients are not willing to move
their vital information to the clouds due to security concern (hacking).
Data storage security is one of the greatest challenges in implementing
cloud computing. If this issue is not addressed properly, it would hinder
the growth of cloud computing. This research study provides a detailed
analysis on intrusion identification mechanism in the cloud computing
and datasets on the bases of our in-depth understanding.

Keywords: Intrusion identification · Cloud computing · Cyber
security

1 Introduction

A cloud is a special IT domain created for providing measured and scalable
IT resources remotely [2]. The word was initially used to describe the Internet,
which refers to a system of networks that remotely provides access to various dis-
tributed IT resources. Before an IT industry sector was formally established for
cloud computing, the Internet was commonly represented with a cloud symbol
in several widespread documentation and specifications of cyberspace architec-
tures [4].

An effective way of minimizing the required resources of an organization
or institution and improving their potentials is through distributed computing.
This implies that distributed computing helps institutes to broaden their IT
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capabilities. It is important to stress that distributed computing has become a
fundamental aspect of the IT industry. Distributed computing is regarded as a
new and effective method for business expansion. There is a growing concern
for the protection of sensitive data against internal and external attacks on the
Internet, as more people and organizations continue to store their applications
and data on the cloud.

Cloud computing offers on-demand web access to properly arranged com-
puting resources, and it is considered as a suitable model [7]. There are seven
layers in cloud computing, which include User, Application, Middleware, Oper-
ating system, Network, Hardware, and Facility. These seven layers are shown in
Fig. 1, where the hardware layer consists of network equipment and computer
hardware, and the cloud facility is the solid structure that contains the network
and the physical hardware, which is also called data centre [8].

Although cloud-based computing keeps attracting a lot of interest, many
clients are scared of uploading their personal data on the clouds because of
security concern. As long as hackers are keen on getting organizations’ data,
security is a serious concern. If such concerns are not addressed, they will keep
disrupting the growth of distributed computing.

An overview of previous research works on cloud computing, DDoS and H-
IDPS is provided in this paper. A general background of cloud computing, as well
as its security challenges, is presented in Sect. 2.2. DDoS is critically reviewed
in Sect. 2.3 to show how DDoS attack influences the cybersecurity world, espe-
cially in cloud computing. Hypervisor, a critical component of virtual server, is
discussed in Sect. 2.4. In a bid to highlight the existing security issues, Sect. 2.5
provides a review of DDoS attacks in cloud-based computing. Sections 2.6 and
2.7 respectively contain discussions on IDS and IDPS. A summary of recent
works pertaining to IDPS and DDoS attack is given in Sect. 2.8. However, it
appears that these layers are implemented in various combinations by cloud
service providers, which leads to the formation of three major classes of cloud
services [9]. IaaS (Infrastructure as a Service) is the first category of cloud ser-
vice, and it deals with providing infrastructure software and hardware [10]. A
typical example of this type of cloud service is EC2 or Elastic Cloud Computing
Service [11]. The second category of cloud service, which is known as PaaS (Plat-
form as a Service), involves the provision of resources for testing and applying
user application. A classic example is the Google App Engine [12]. SaaS (Soft-
ware as a Service) is the third category of cloud service [13], and it is the most
commercialized cloud service. Examples of the SaaS-category of cloud service
are the Salesforce and Live Mesh of Microsoft [14].

An important component of cloud computing that portrays its value is vir-
tualization [15]. It deals with the process of running a desired program in a
virtual environment developed on a server in existence, without affecting other
services that the host platform or server provides to other users [16]. The virtual
environment can exist as a single instance or as a mixture of different storage
devices, computing environments, application or network servers, and operating
systems [17]. As shown in Fig. 2, it is easy to understand the concept of virtual-
ization after looking at the various types of virtualization [18]. Risk reduction,
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better accessibility, optimal use of resources, and cost reduction are some of the
benefits of virtualization [19].

Fig. 1. Layers of a standard cloud-based computing technique

Fig. 2. VM architecture and virtual architecture

The computer hardware, firmware, or software that produces and operates
virtual machines is called a hypervisor [20]. A host machine is the computer
which a hypervisor uses in running at least one virtual machine, and a guest
machine refers to each virtual machine [21]. The hypervisor creates a virtual
operating platform for the guest operating systems as well as controls its execu-
tion [22]. Virtualized hardware resources may be shared among several instances
of operating systems.

When moving services from a physical to a virtual realm, organizations would
inarguably increase their threat envelope [20]. In a physical realm, most threats
are found in external network and internal network. In the virtual realm, the
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attack surface has effectively increased. Sheinidashtegol and Galloway paid a high
attention to the additional threat vectors from within the hypervisor itself, and
there are several other security considerations that need to be made to counter
the risks of those related threats [25]. There are various proposed solutions for
the choices of hypervisor. For instance, the Xen hypervisor and other hypervisor
systems often use Eucalyptus.

Kaspersky Lab and B2B International conducted an IT Security Risks Sur-
vey in which the company representatives that used virtualization technology
were interviewed [29]. 15% of enterprises used different versions of commercial
platforms based on KVM, and another 16% planned to implement them in the
next two years [29]. Free versions were used by 8% of large organizations, with
16% of them planned to introduce them later.

2 Comprehensive Review

One of the greatest challenges in implementing cloud computing is data storage
security. The burden of local storage and maintenance is eliminated by the cloud
environment, as it allows users to store their data remotely [30]. Nevertheless,
the users have no control over their data in this process. Certain aspects, such as
communication and computation cost, nature of cloud and others, are not con-
sidered in existing approaches [31]. Owing to the rapid rise in the popularity and
availability of cloud services, it is now possible to conveniently store data and
make computations remotely at any time. However, to a large extent, the wider
implementation of cloud technologies is strongly impeded by privacy and security
concerns. Aside the security challenges associated with the use of cloud technol-
ogy, the user’s inability to directly control their computation or data stresses the
need for new techniques to assess the accountability and transparency of service
providers.

Cloud storage offers the service of remotely saving, managing, and maintain-
ing data [32]. Through a network, like the Internet, users can get access to this
service. It does not only enable users to save their files online, but it also allows
them to retrieve such files from anywhere in the world through the internet.
While using most of these services attracts no fee for a particular number of
gigabytes, there is a monthly fee for extra storage. Drag-and-drop accessibil-
ity and synchronization of files and folders between the cloud drive, and your
mobile devices and desktop are available in all cloud storage services. All of these
services also allow users to team up to work on documents.

Since users have no control over the public cloud, this obviously makes it
look risky [33]. From 2013 to 2014, the number of managers who cited security
as a major challenge fell from 44% to 25%, as reported in the CIO Mid-Year
Review of 2014, which is an Indian survey of CIOs [34]. Nevertheless, cloud
computing gives cybercriminals a chance to steal users’ data, especially through
fierce denial-of-service attacks (Fig. 3).
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Fig. 3. Complete list of intrusions/attacks

2.1 DDoS Attacks

A DDoS attack capitalizes on the distributiveness of the Internet, with disparate
entities owning hosts across the globe [37]. A DDoS attacker tries to utilize the
backbone network to disseminate various forms of DDoS attacks to the tar-
get network. Afterwards, a myriad of Zombies, representing passive and active
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attackers, are built by the attacker [38]. A user is then exposed to DDoS attack.
Figure 4 demonstrates the applicability of this attack mechanism to every type
of computer network.

Fig. 4. DDoS attack

The below Table 1 describes the attack types of the DDoS

Table 1. DDoS attack types

DDoS Attack DDoS characteristics and types

Infrastructure Application Direct Reflection

UDP flood � � � �
TCP flood � �
HTTP flood � � �
ICMP flood � �
XML flood � �
Ping of death � �
Smurf � �

UDP (User Datagram Protocol) is a protocol that requires no connection.
The receiver and sender do not need to exchange handshake when using UDP
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to send data packets [49]. Packets will get to the receiver for processing. The
victim’s system may become saturated when numerous packets are sent. As a
result, genuine users on the system would be deprived of adequate bandwidth.
Specific or any ports on the victim’s system will be sent UDP packets when the
attacker floods their system with UDP attacks [50].

In the meantime, the application that forwards the request should be identi-
fied by the system [51]. The victim’s system would signal that the destination is
not accessible by sending out ICMP packet if the targeted port has no running
applications [52]. Like smurfing, spoofed IP address is used in UDP flooding to
send the attacking packet [53]. The spoofed address helps to ensure that return
packets are not forwarded back to the zombie system, but to another system
entirely [54]. As seen in Fig. 5, UDP flood attacks can cause connectivity prob-
lems in the victim’s system by saturating their bandwidth connection.

Fig. 5. UDP flooding attack

Another form of a Dos/DDoS attack is the TCP SYC attack where the three-
way handshake is deliberately violated by the attacker to open various half-
opened IP/TCP connections [55]. Internet-connected systems providing TCP-
based network services are the possible targets of this attack. Mail server, FTP
server, and web server are some examples [56]. A series of messages referred
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to as the three-way handshake are exchanged between a server (i.e., a system
offering a service) and a client when a TCP connection is established with the
server. The server then get a Synchronization Message from the Client’s system
[57]. In return, the client receives the SYN-ACK message from the server and
replies to it with an ACK message. After an acknowledgment has been sent by
the server system, there will be a problem if the client fails to receive the final
ACK message [58].

Moreover, there is an in-built data structure in the server that describes all
unfinished connections. The size of this data structure is finite, and the creation
of many partially opened connections can make it overflow. The memory and
processor resources of a server will be exhausted when the server is processing a
huge volume of SYN requests and no single ACK-SYN response is acknowledged.
During a TCP SYN attack, zombies are instructed to forward fake TCP SYN
requests to the server of the victim in order to consume the processor resources
of the server. This prevents legitimate requests from getting responses from the
server. The attacker’s identity is hidden, since the attacker uses a spoofed address
in sending the SYN packet [59]. Figure 6 shows a normal and healthy TCP before
and after attack.

Fig. 6. TCP SYN flood attacks Source: Incapsula (2017).

Genuine traffic and attack traffic can be generated using several tools [60].
These days, it has been found that botnets are used in launching all DDoS
attacks. So far, no detailed solution has been formulated to address these DDoS
attacks. The development of a more effective solution is hindered by the lack of
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in-depth comparison between traffic generators and basic technical components
of DDoS attack devices. DDoS attack devices are usually structured to cause a
traffic jam at the terminal level congestion at the server of the victim, or at the
connection level congestion at the network of the victim.

The C-based DDoS device for creating Smurf, UDP flood, SYN flood and
ICMP flood attack towards the target is called Stacheldraht [60]. It is capable
of spoofing the IP address and congesting the link. Its execution is supported on
both Solaris Version 2.1 and Linux. The command-line-based interface is shown
in Fig. 7, where an agent-based flood network serves as the DDoS attack tool.

Fig. 7. Stacheldraht DDoS command-line tool Source: Barga (2010) [61]

Null, flags, random, RST, SYN, fragment and UDP flood requests, which
cause link congestion and exhaustion of end-point resources, can be launched
using a command-line based attack device known as Trinity [62]. As shown in
Fig. 8, Trinity requires Linux platform and utilizes the encrypted format, while
its architectural model is based on IRC.

This attack tool is based on C, and its underlying execution platform is
Windows, Unix or Linus [64]. It used to cause the crash of Windows 2000 machine
by sending numerous random port numbers and random IP addresses (i.e., TCP
packets with arbitrary settings) to exploit and increase the machine load. It has
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Fig. 8. Trinity DDoS traffic generating tool Source: Stuff (2017) [63]

a command-line interface and is built on C. It also has the capacity to fabricate
the source addresses [65], and can direct both TCP RST flood and TCP ACK
flood requests at the victim’s server. It is able to create botnets and hide the
attackers’ IP addresses, as well as carry out DDoS attacks. The bandwidth and
network resources of the target server can be exhausted by both requests.

Another DDoS attack device, with command line interface, that can con-
sume the resources and bandwidth of the target server is Shaft [66]. It chooses
whether or not to terminate the zombies (aside attacking), assists the attackers
in identifying the status of the target machine (either alive or totally down),
and gives statistics for ICMP, UDP and TCP flooding attacks. The architecture
model of this attack tool is based on Agent Handler.

UDP Unicorn is a Win32 UDP flooding DDoS tool that has a multithreading
ability. UDP sockets are created using Winsock, and are employed in flooding a
target to test network security [67]. Figure 2.15 shows the graphic interface for
this tool, which is widely used nowadays. LOIC-IFC was created by the Indonesia
Fighter Cyber hacking team. It has a different default UDP/TCP flood message
that contains the Malay phrase “Merdeka atau Mati”, which is interpreted in
English as “Freedom or Death” [69]. Technically, it further increases the chances
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of adding random characters to the packet payload for UDP/TCP, and to the
attacked URL for HTTP flood. The interface of the LOIC-IFC tool is shown in
Fig. 9.

Fig. 9. LOIC-IFC tools Source: Segal (2017) [70]

As seen in Table 1, identified key features are used in comparing all the
prominent attack devices. Implementation language, support of operating sys-
tems, type of launched attack, scope of the attack device, and the impact of
attack in reducing the resource or bandwidth level are some of these key fea-
tures. In addition, the attack tool architecture of all DDoS attack tools has been
observed to be similar.

2.2 DDoS Datasets and Traffic Captures

Various network intrusion datasets have been introduced by several security
research groups to examine different unknown attacks and intrusion detec-
tion techniques [71]. Network simulation datasets, private datasets and public
datasets are the three categories into which these datasets are classified [72].
A large number of the private and public intrusion datasets have been gener-
ated using various tools. These tools are capable of monitoring traffic patterns,
launching attacks of different kinds, pre-processing and capturing traffic, and
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identifying victims. DARPA (Defence Advanced Research Projects Agency) is
the agency responsible for developing new military technologies in the United
State Department of defence [73]. All the datasets provided by DARPA are
produced synthetically, and the rationale behind the underlying traffic models
employed has been questioned. Furthermore, all the presented datasets were not
recorded on an Internet-connected network. Many abnormal traffics that cannot
be linked to any harmful behaviour are usually contained in Internet traffic, and
such types of abnormalities might not be included in datasets recorded in an
Internet-isolated network.

2.2.1 DDcup99
The KDD Cup 1999 is a benchmark dataset for detecting intrusion. A record,
which contains 3 categorical attributes and 38 numeric discrete and numeric
continuous attributes, is used to represent the connection between two host
networks in this dataset [74]. Each record is either labelled as a specific or a
normal type of attack. There are four categories of attacks, which include Probe,
U2R (User to Root), R2L (Remote to Local) and DoS/DDoS [75].

2.2.2 SL-KDD
NSL-KDD is an intrusion dataset that is based on a network. It is a refined form
of the intrusion detection benchmark dataset of KDD Cup 1999 produced from
the same testbed [76]. The dataset of KDD Cup 1999 has several instances that
are unimportant and may be biased in its learning processes towards repeated
records. This problem is solved by keeping just one of the duplicated records in
the NSL-KDD dataset [77].

2.2.3 CAIDA
In this dataset, there are about 60 min of unknown traffic traces that occurred on
August 4, 2007 due to a DDoS attack [78]. Both the bandwidth of the network
that connects the server to the web and the server’s computing resources are
consumed in this type of denial-of-service attack, and this makes the targeted
server inaccessible. The 60-minute trace is divided into several PCAP files of
5 min [79]. The dataset has an uncompressed size of 21 GB and a comprised
size of 5.3 GB. The traces only include attacks directed at the victim and the
victim’s responses to the attacks [80]. Serious efforts have been made to minimize
the inclusion of non-attack traffic. All packets have been cleared of the payload.
Any software, such as Wireshark, TCPDUMP and Coral Reef Software Suite,
that can read the TCPDUMP (PCAP) format can also read these traces.

2.2.4 TUIDS
Tezpur University researchers have collected the TUIDS dataset [81]. By mak-
ing use of a laboratory in which isolated networks were established, various
tasks for extracting features from flow data and network packet were involved in
generating the dataset. Attacks were generated against a local network host or
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server using existing attack tools, and the generated traffic, which is referred to
as attack traffic, was then collected [82]. Depending on the attack distribution,
characteristics and the type employed, TUIDS datasets were classified into:

– Portscan.
– Network flow traffic feature dataset.
– Packet traffic feature dataset.

The extracted features determine the dataset dimensionalities. Researchers have
reported some attributes of these datasets, the process of generating them, and
testbed utilized in generating them. Forty nodes, two workstations, one server,
one router, one L3 switch, and two L2 switches were included in the testbed for
capturing the network traffic. Six VLANs were produced using the L2 and L3
switches, and the VLANs were separated by connecting workstations and nodes.
An internal IP router was connected to the L3 switch, and an external IP router
was used to connect the router to the Internet.

As shown in Fig. 10, the traffic observation activity of the switch, the server
was connected to the L3 switch through a mirror port. Another LAN of 350
nodes was connected to other VLANs through five L3 and L2 switches and
three routers. The attacks were launched within the testbed as well as from
another LAN through the Internet. To launch attacks within the testbed, nodes
of one VLAN were attacked from nodes of another VLAN as well as the same
VLAN. Normal traffic was created within the testbed in a restricted manner after
disconnecting the other LAN. Traffic activities in the testbed were observed on
the computer connected to the mirror port.

Fig. 10. TUIDS dataset testbed generation Mitigation Method for DDoS Source:
Bhuyan et al. (2015)

Kazemi et al., used signature-based and genetic-based techniques for intru-
sion detection [132]. Their cloud intrusion detection datasets can detect cloud
attacks as shown in Fig. 2.30. Cloud-based IDSs could detect 94% of random sets
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of cloud attacks. By adding the background traffic retrieved from DARPA, IDS
could detect the same amount of attacks and no false positive alarm was raised
while filtering the background traffic.

Annappaian and Agrawal have a technique called cloud service usage profile
based on IDPS was developed by [133]. This technique can detect and pre-
vent intruders in cloud service intrusion based on the cloud service usage profile
as shown in Fig. 2.31. In addition, this usage profile helps to detect unusual
usage and prevent intrusion. This profile-based IPS gives active response to
intruder/vendor by updating policies and signatures. It also modifies the desti-
nation entity that was attempted for attack. The cloud vendor can view the logs
and records provided by the honey pot recorded system to take safety action in
the future. The example below shows the usage profile based on IDPS.

Ramteke et al., proposed an open source security event correlator for H-
IDPS; however, the effectiveness of their work is not clear [134]. In addition,
their work did not make use of features because they depended only on a real-
time virtual machine in Fig. 2.32. In their study, a new intrusion detection called
FCANN technique was proposed based on ANN and fuzzy clustering. Through
the fuzzy clustering technique, the heterogeneous training set was divided into
several homogenous subsets. Thus, the complexity of each sub training set was
reduced and consequently the detection performance increased.

In Bhat et al., a machine learning techniques such as the NB tree and random
forest were implemented to detect intrusions in virtual machine environments of
the cloud [135]. First, the NB tree was used for anomaly detection. Then, the
NB tree and the random forest were used as hybrid classification for balanced
dataset. Also, it builds intrusion patterns from a balanced training dataset and
classifies the captured network connections from VMM to the main types of
intrusions owing to the built patterns. They implemented the system in JAVA
using the NB tree original implementation and tested it using the NSL-KDD of
KDD’99 datasets as shown in Fig. 2.33. The random forest was used as a data
mining classification algorithm in their proposed unsupervised anomaly detection
method to partition the captured network connections from VMM. It was then
used to pre-process specified number of features and detect the anomalous event
depending on their features.

The proposed detection algorithm by Kumar P.A.R. and Selvakumar dealt
with both discrete and continuous attributes in the database, which is practically
useful for real-time network datasets [136]. The main objective of their study was
to provide an efficient false positive reduction technique to minimize false alarms
which demonstrate in Fig. 2.34. The NFBoost algorithm proposed in the study
demonstrates the use of the Neyman Pearson technique as a post-training step
to minimize the cost of misclassification errors.
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Each technique has its own limitations and advantages (see Tables 2 and 3)
that affect the accuracy and efficiency of H-IDPS.

Table 2. HIDPS advantages and limitations

IDS/H-IDPS

technique

Characteristics/Advantages Limitations/Challenges

Detection of misuse • Use pre-configured knowledge base

to match patterns and detect

intrusions

• Cannot detect unknown variants of

known attacks

• Small computational cost • The base of knowledge that is used

for matching needs to be designed

carefully

• Big accuracy in detection of known

attacks

• High rate of false alarms for

unknown attacks

Anomaly detection • Uses statistical test on collected

behavior to identify intrusions

• Requires a lot of time to identify

attacks

• Can reduce the rate of false alarms

for unknown attacks

• Detection accuracy is based on the

amount of collected behaviour

features

H-IDPS based on

Fuzzy logic

• Used for quantitative features • It has a lover detection accuracy

than ANN• Provides better flexibility to some

uncertain problems

ANN based H-IDPS • Classifies unstructured network

packets, efficiently

• Needs a lot of time and large

number of training examples

• ANN efficiency of classification is

increased when there is a use of

Multiple hidden layers

• It needs big number of samples to

train effectively
• Has low flexibility

SVM based H-IDPS • Although the sample data is

limited it can still correctly classify

intrusions

• Classifies only discrete features. So,

before applying there is a need of

pre-processing of that feature

• It can manage a massive number of

features

H-IDPS based on

association rules

• Used to detect signatures of

relevant known attacks in misuse

detection

• Not useful for unknown attacks

• Needs a lot of database scans to

generate rules

• It can be used only for misuse

detection

GA based H-IDPS • Used to select best detection

features

• Complex method. Used in specific

way rather than general

• Has high level of efficiency

Hybrid techniques • Efficient approach for accurate

classification

• It has a high computational cost
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Table 3. The most critical H-IDPS summarization

Author(s) Methodology Description Strengths and weaknesses

[1] Fuzzy C Means

clustering algorithm

and Artificial Neural

Network(FCM-ANN)

Improve the accuracy of

the detection system

Strengths: They proposed system can

detect the anomalies with high detec-

tion accuracy and low false alarm rate

even for low frequent attacks

Weaknesses: The major drawbacks of

both underlying systems are thus

need more investigate. However, their

proposed leak on the limitation of

detection low false alarm rate,

Remote to Local (R2L) and User to

Root (U2R)

[3] Fuzzy logic can be set

with predefined rules by

which it can detect the

malicious packets and

takes proper counter

measures to mitigate

the DDoS attack

Fuzzy Inference System

based defence

mechanism that use for

real time traffic

analysis. Signature

pattern database is

built from supervised

and unsupervised

learning method

Strengths: A fuzzy logic based defence

mechanism that is first trained with

training data and rules are defined as

per the possible traffic pattern of the

cloud environment

Weaknesses: Less Significant training

time can restrict it to be used in

dynamic network

[5] They have developed

N-IDPS

Component in cloud

computing system

which uses Snort and

signature Apriori

algorithm

Strengths: emphasized the usage of

alternative options to incorporate

intrusion detection or intrusion pre-

vention techniques into Cloud and

explored locations in Cloud where H-

IDPS can be positioned for efficient

detection and prevention of intrusion

Weaknesses: The N-IDPS may

become the target of an attack itself.

An attacker may utilize techniques to

reduce the ability of the N-IDPS to

detect an attack to allow the attacker

to slip their traffic though undetected

[6] Multi-threaded N-IDPS

model for distributed

cloud environment

A multi-threaded cloud

IDS models proposed

which can be

administered by a

third-party monitoring

service fora better

optimized efficiency and

transparency for the

cloud user

Strengths: High volume of data in

cloud environment could be handled

by a single node N-IDPS through a

multi-threaded approach

Weaknesses: Third party monitoring

and advisory service are costly

3 Summary

The distributed and open structure of cloud computing and services becomes
an attractive target for potential cyber-attacks by intruders. IDPS are largely
inefficient to be deployed in cloud computing environments due to their openness
and specific essence. IDPS in cloud computing as any exciting system needs to
be improved and in this article, discusses IDS and IPS, the threats that H-
IDPS are trying to catch, the myths behind these two systems, the challenges
that H-IDPS face and the types of alerts that H-IDPS triggers. Also, in this
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article briefing know the state of art stage that the H-IDPS reaches, it can start
from that point to build our research. By the finding of this article our finding
came out with: A proof that H-IDPS in DDoS cloud are not the same system.
The type of threats is defined and categorized. In future work will focus in
COVID-19, which contagion has brought in extraordinary and special social and
financial conditions leveraged by cyber-crime. Thus, a new modern mechanism
should proposed for the IDS/IPS in cloud computing through the pandemic
cybersecurity attacks. There is a lack of researches to cover H-IDPS true positive
alerts and true negative alerts over cloud DDoS attack, which next article address
an overcome this issue.
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